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Dear Friends and Colleagues,

We welcome you warmly to London, for the Ninth International Conference on Computational and Financial
Econometrics (CFE 2015) and the Eighth International Conference of the ERCIM Working Group on Compu-
tational and Methodological Statistics (CMStatistics 2015). As many of you know, this annual conference has
become a leading joint international meeting for the interface of statistics, econometrics, empirical finance and
computing.

The conference aims at bringing together researchers and practitioners to discuss recent developments in compu-
tational methods for economics, finance, and statistics. The CFE-CMStatistics 2015 programme consists of 367
sessions, 5 plenary talks and over 1500 presentations. There are over 1650 participants. This is the biggest meeting
so far of the conference series in terms of number of participants and presentations.

The co-chairs have endeavoured to provide a balanced and stimulating programme that will appeal to the diverse
interests of the participants. The international organizing committee hopes that the conference venue will provide
an appropriate environment to enhance your contacts and to establish new ones.

The conference is a collective effort by many individuals and organizations. The Scientific Programme Commit-
tee, the Session Organizers, the local hosting universities and many volunteers have contributed substantially to
the organization of the conference. We acknowledge their work and the support of our hosts and sponsors, and
particularly Queen Mary University of London and Birkbeck University of London, UK.

The new Elsevier journal, Econometrics and Statistics (EcoSta) is being inaugurated at the conference. The EcoSta
is the official journal of the networks of Computational and Financial Econometrics (CFEnetwork) and of Compu-
tational and Methodological Statistics (CMStatistics). It publishes research papers in all aspects of econometrics
and statistics and it comprises two sections, namely, Part A: Econometrics and Part B: Statistics. The participants
are encouraged to submit their papers to special or regular peer-reviewed issues of EcoSta and its supplement
Annals of Computational and Financial Econometrics.

Looking forward, the CFE-ERCIM 2016 will be held at the University of Seville, Spain, from Friday 9 to Sunday
11 December 2016. Tutorials will take place on Thursday the 8th of December 2016. You are invited to participate
actively in these events.

We wish you a productive, stimulating conference and a memorable stay in London.

Ana Colubi, Erricos J. Kontoghiorghes and Herman K. Van Dijk: coordinators of CMStatistics & CFEnetwork.
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CMStatistics: ERCIM Working Group on
COMPUTATIONAL AND METHODOLOGICAL STATISTICS

http://www.cmstatistics.org

The working group (WG) CMStatistics comprises a number of specialized teams in various research areas of computational and
methodological statistics. The teams act autonomously within the framework of the WG in order to promote their own research
agenda. Their activities are endorsed by the WG. They submit research proposals, organize sessions, tracks and tutorials during the
annual WG meetings and edit journals special issues. The Econometrics and Statistics (EcoSta) and Computational Statistics & Data

Analysis (CSDA) are the official journals of the CMStatistics.

Specialized teams

Currently the ERCIM WG has over 1150 members and the following specialized teams

BM: Bayesian Methodology
CODA: Complex data structures and Object Data Analysis

CPEP: Component-based methods for Predictive and Ex-

ploratory Path modeling

DMC: Dependence Models and Copulas

DOE: Design Of Experiments

EF: Econometrics and Finance

GCS: General Computational Statistics WG CMStatistics
GMS: General Methodological Statistics WG CMStatistics
GOF: Goodness-of-Fit and Change-Point Problems
HDS: High-Dimensional Statistics

ISDA: Imprecision in Statistical Data Analysis

LVSEM: Latent Variable and Structural Equation Models

MCS: Matrix Computations and Statistics

MM: Mixture Models

MSW: Multi-Set and multi-Way models

NPS: Non-Parametric Statistics

OHEM: Optimization Heuristics in Estimation and Modelling
RACDS: Robust Analysis of Complex Data Sets

SAE: Small Area Estimation

SAET: Statistical Analysis of Event Times

SAS: Statistical Algorithms and Software
SEA: Statistics of Extremes and Applications
SFD: Statistics for Functional Data

SL: Statistical Learning

SSEF: Statistical Signal Extraction and Filtering
TSMC: Times Series Modelling and Computation

You are encouraged to become a member of the WG. For further information please contact the Chairs of the specialized groups (see

the WG’s website), or by email at info@cmstatistics.org.

CFEnetwork
COMPUTATIONAL AND FINANCIAL ECONOMETRICS
http://www.CFEnetwork.org

The Computational and Financial Econometrics (CFEnetwork) comprises a number of specialized teams in various research areas
of theoretical and applied econometrics, financial econometrics and computation, and empirical finance. The teams contribute to the
activities of the network by organizing sessions, tracks and tutorials during the annual CFEnetwork meetings, submitting research
proposals. Furthermore the teams edit special issues currently published under the Annals of CFE. The Econometrics and Statistics

(EcoSta) is the official journal of the CFEnetwork.

Specialized teams

Currently the CFEnetwork has over 700 members and the following specialized teams

AE: Applied Econometrics
BE: Bayesian Econometrics
BM: Bootstrap Methods

CE: Computational Econometrics

ET: Econometric Theory
FA: Financial Applications
FE: Financial Econometrics

TSE: Time Series Econometrics

You are encouraged to become a member of the CFEnetwork. For further information please see the website or contact by email at

info@cfenetwork.org.
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TUTORIALS, MEETINGS AND SOCIAL EVENTS

WINTER SCHOOL AND TUTORIALS

The COST Action CRoNoS Winter Course on Robust methods and multivariate extremes takes place on Wednesday 9th to Friday 11th December
2015. On Wednesday and Thursday the course is given at the Senate Room of the Senate House and on Friday is given at the CLO BO1 at the
Clore Management Building of Birkbeck University of London. The courses on Friday are also designated as tutorials of the conference. The first
tutorial is given by Prof. Michael Falk (An Offspring of Multivariate Extreme Value Theory: D-Norms) at 9:00-13:30. The second tutorial is given
by Prof. Marc Hallin (Validity-Robust Semiparametrically Efficient Inference for Nonlinear Time Series Models) at 15:00 - 19:30.

SPECIAL MEETINGS by invitation to group members
e The CSDA Editorial Board meeting will take place on Friday 11th of December 2015 from 19:00-20:10.

The CSDA & Econometrics and Statistics (EcoSta) Editorial Boards dinner will take place on Friday 11th of December 2015 at 20:20.
e The Econometrics and Statistics (EcoSta) Editorial Board meeting will take place on Saturday 12th of December 2015, 18:45-20:15.

e The COST Action CRONOS Management Committee lunch-meeting will take place on Saturday 12th of December 2015, 13:00-15:00,
Lecture Room MAL B30.

SOCIAL EVENTS

o The coffee breaks will take place at the Crush Hall and MacMillan Hall of the Senate House, at rooms MAL B02 and MAL B04 of Birkbeck
University of London and at the Foyer of the Clore Management Centre. You must have your conference badge in order to attend the coffee
breaks.

o Welcome Reception, Saturday 12th of December, from 20:15-21:45. The Welcome Reception is open to all registrants and accompanying
persons who have purchased a reception ticket. It will take place at the Senate House (see map at page 1X). Conference registrants must
bring their conference badge and ticket and any accompanying persons should bring their reception tickets in order to attend the reception.
Preregistration is required due to health and safety reasons, and limited capacity of the venue. Entrance to the reception venue will be strictly
allowed only to those who have a ticket.

e Conference Dinner, Sunday 13th of December, from 20:30 to 23:45. The conference dinner is optional and registration is required. It will
take place at the Hotel Russell, 1-8 Russell Square (see map at page IX). Conference registrants and accompanying persons should bring
their conference dinner tickets in order to attend the conference dinner.

o Conference Buffet and Sandwich Lunches. The conference lunches are optional and registration is required. The Buffet Lunch will be
arranged at the Hotel Russell (1-8 Russell Square) on 12th, 13th and 14th of December 2015. The Sandwich lunch will be arranged at rooms
MAL B02 and MAL B04 of Birkbeck University of London and at the Foyer of the Clore Management Centre. Conference registrants and
accompanying persons should bring their conference lunch tickets in order to attend the conference lunches.

GENERAL INFORMATION

Addresses of venues

e Birkbeck and Clore Management Centre, University of London, Malet Street, London WC1E 7HX.
e University of London, Senate House, Malet Street, London WC1E 7HU.

Registration

The registration will be open on Friday afternoon 11th December 2015 at the Foyer of the tutorials venue, Clore Management Centre. The remaining
days, that is, 12-14 December 2015, the registration will take place at the McMillan Hall of the Senate House.

Presentation instructions

The lecture rooms will be equipped with a PC and a computer projector. The session chairs should obtain copies of the talks on a USB stick before
the session starts (use the lecture room as the meeting place), or obtain the talks by email prior to the start of the conference. Presenters must
provide the session chair with the files for the presentation in PDF (Acrobat) or PPT (Powerpoint) format on a USB memory stick. This must be
done at least ten minutes before each session. Chairs are requested to keep the sessions on schedule. Papers should be presented in the order they
are listed in the programme for the convenience of attendees who may wish to go to other rooms mid-session to hear particular papers. In the
case of a presenter not attending, please use the extra time for a break or a discussion so that the remaining papers stay on schedule. The PC in
the lecture rooms should be used for presentations. An IT technician will be available during the conference and should be contacted in case of
problems.

Posters

The poster sessions will take place at the McMillan and Crush Halls of the Senate House. The posters should be displayed only during their
assigned session. The authors will be responsible for placing the posters in the poster panel displays and removing them after the session. The
maximum size of the poster is AQ.

Internet Connection
There will be a wireless Internet connection in the Macmillan Hall. You will need to have your own laptop in order to connect to the Internet.
The daily login and password will be displayed on the announcement board by the registration desk of the Macmillan Hall at the Senate House.
Participants from any eduroam-enabled institution can use the eduroam service in order to obtain access to Internet at Birkbeck.

© CFE and CMStatistics networks. All rights reserved. VII
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Lecture rooms

The paper presentations will take place at Birkbeck, Clore and Senate House (see map in the next page). The list of rooms and their capacity is
listed below. Due to health and safety regulations the maximum capacity of the rooms should be respected. There will be no signs indicating the
location of the lecture rooms, and therefore we advise that you visit the venue in advance. The opening, keynote and closing talks will take place
at the Beveridge Hall of the Senate House. The poster sessions will take place at the Macmillan Hall and Crush Hall of the Senate House.

Room Capacity  Floor Location Room Capacity  Floor Location

Gordon 40 Ground Senate House Bloomsbury 50 Ground Senate House
Bedford 50 Ground Senate House Beveridge Hall 450 Ground Senate House
Woburn 50 Ground Senate House Torrington 50 First Senate House
Court 70 First Senate House Jessel 50 First Senate House
Chancellor’s Hall 140 First Senate House G21A 30 Ground Senate House
Athlone 30 Ground Senate House Holden 30 First Senate House
Montague 30 Ground Senate House SH 349 80 Third Senate House
Senate 80 First Senate House Macmillan Hall 220 Ground Senate House
MAL B20 99 Basement  Birkbeck Malet St MAL B33 165 Basement  Birkbeck Malet St
MAL B34 222 Basement  Birkbeck Malet St MAL B35 125 Basement  Birkbeck Malet St
MAL B36 123 Basement  Birkbeck Malet St MAL G15 48 Ground Birkbeck Malet St
MAL B30 40 Basement  Birkbeck Malet St MAL B29 30 Basement  Birkbeck Malet St
MAL 402 35 Fourth Birkbeck Malet St MAL 414 70 Fourth Birkbeck Malet St
MAL 415 55 Fourth Birkbeck Malet St MAL 421 130 Fourth Birkbeck Malet St
MAL 532 76 Fifth Birkbeck Malet St MAL 539 35 Fifth Birkbeck Malet St
MAL 540 35 Fifth Birkbeck Malet St MAL 541 48 Fifth Birkbeck Malet St
MAL 632 25 Sixth Birkbeck Malet St MAL 633 25 Sixth Birkbeck Malet St
CLO BO1 250 Basement  Clore CLO 101 50 First Clore

CLO 102 33 First Clore CLO 203 33 Second Clore

CLO 204 33 Second Clore CLO 306 33 Third Clore

Information and messages

You may leave messages for each other on the bulletin board by the registration desks. General information about restaurants, useful numbers, etc.
can be obtained from the registration desk.

Exhibitors
Elsevier, Numerical Algorithms Group (NAG), Springer, CRC Press (Taylor & Francis Group) and Atlantis Press.

VI © CFE and CMStatistics networks. All rights reserved.
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Map of the venue and nearby area
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PUBLICATION OUTLETS

Econometrics and Statistics (EcoSta)
http://www.elsevier.com/locate/ecosta

Econometrics and Statistics (EcoSta), published by Elsevier, is the official journal of the networks Computational and Financial Econometrics and
Computational and Methodological Statistics. It publishes research papers in all aspects of econometrics and statistics and comprises two sections:

Part A: Econometrics. Emphasis is given to methodological and theoretical papers containing substantial econometrics derivations or showing a
potential of a significant impact in the broad area of econometrics. Topics of interest include the estimation of econometric models and associated
inference, model selection, panel data, measurement error, Bayesian methods, and time series analyses. Simulations are considered when they
involve an original methodology. Innovative papers in financial econometrics and its applications are considered. The covered topics include
portfolio allocation, option pricing, quantitative risk management, systemic risk and market microstructure. Interest is focused as well on well-
founded applied econometric studies that demonstrate the practicality of new procedures and models. Such studies should involve the rigorous
application of statistical techniques, including estimation, inference and forecasting. Topics include volatility and risk, credit risk, pricing models,
portfolio management, and emerging markets. Innovative contributions in empirical finance and financial data analysis that use advanced statistical
methods are encouraged. The results of the submissions should be replicable. Applications consisting only of routine calculations are not of interest
to the journal.

Part B: Statistics. Papers providing important original contributions to methodological statistics inspired in applications are considered for this
section. Papers dealing, directly or indirectly, with computational and technical elements are particularly encouraged. These cover developments
concerning issues of high-dimensionality, re-sampling, dependence, robustness, filtering, and, in general, the interaction of mathematical methods,
numerical implementations and the extra burden of analysing large and/or complex datasets with such methods in different areas such as medicine,
epidemiology, biology, psychology, climatology and communication. Innovative algorithmic developments are also of interest, as are the computer
programs and the computational environments that implement them as a complement.

The journal consists, preponderantly, of original research. Occasionally, review and short papers from experts are published, which may be
accompanied by discussions. Special issues and sections within important areas of research are occasionally published. The journal publishes as a
supplement the Annals of Computational and Financial Econometrics.

Call For Papers Econometrics and Statistics (EcoSta)
http://www.elsevier.com/locate/ecosta

Papers containing novel econometrics or statistics component are encouraged to be submitted for publication in special peer-reviewed, or regular
issues of the new Elsevier journal Econometrics and Statistics (EcoSta) and its supplement Annals of Computational and Financial Econometrics.
The Econometrics and Statistics (EcoSta) is inviting submissions for the special issues with deadline for submissions the 28th February 2016:

e (Part A: Econometrics) Annals of Computational and Financial Econometrics.
e Special Issue on Bayesian methods in statistics and econometrics.

o (Part A: Econometrics) Special Issue on Time series econometrics.

(Part B: Statistics) Special Issue on Mixture models.

(Part B: Statistics) Special Issue on Functional data analysis.

For further information please consult http://www.cfenetwork.org or http://www.cmstatistics.org.

Call For Papers Computational Statistics & Data Analysis (CSDA)

http://www.elsevier.com/locate/csda

Papers containing strong computational statistics, or substantive data-analytic elements can also be submitted to special peer-reviewed, or regular
issues of the journal Computational Statistics & Data Analysis (CSDA). The CSDA is planning for 2016 the following special issues with deadline
for paper submissions the 28th February 2016:

e 2nd Special Issue on Robust Analysis of Complex Data.
e Special Issue on Design of Experiments.

e Special Issue on Advances in Medical Statistics.

Papers should be submitted using the Elsevier Electronic Submission tool EES: http://ees.elsevier.com/csda (in the EES please select the appropriate
special issue). Any questions may be directed via email to: csda@dcs.bbk.ac.uk.
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Saturday 12.12.2015  08:40 - 09:30 Room: Beveridge Hall ~ Chair: Herman van Dijk Keynote talk 1

Realized volatility based forecasting models: Exploiting the errors
Speaker:  Tim Bollerslev, Duke University, United States Andrew J Patton, Rogier Quaedvlieg

We propose a new family of easy-to-implement realized volatility based forecasting models. The models exploit the asymptotic theory for high-
frequency realized volatility estimation to improve the accuracy of the forecasts. By allowing the parameters of the models to vary explicitly with
the (estimated) degree of measurement error, the models exhibit stronger persistence, and in turn generate more responsive forecasts, when the
measurement error is relatively low. We document significant improvements in the accuracy of the resulting volatility forecasts compared to the
forecasts obtained from some of the most popular existing realized volatility based forecasting models. We also discuss multivariate extensions of
the new class of models and various applications thereof, including portfolio allocation decisions and systematic risk measurement.

Saturday 12.12.2015  10:05 - 10:55 Room: Beveridge Hall ~ Chair: Byeong Park Keynote talk 2

Random projection ensemble classification
Speaker:  Richard Samworth, University of Cambridge, United Kingdom

We introduce a very general method for high-dimensional classification, based on careful combination of the results of applying an arbitrary base
classifier to random projections of the feature vectors into a lower-dimensional space. In one special case that we study in detail, the random
projections are divided into non-overlapping blocks, and within each block we select the projection yielding the smallest estimate of the test error.
Our random projection ensemble classifier then aggregates the results of applying the base classifier on the selected projections, with a data-driven
voting threshold to determine the final assignment. Our theoretical results elucidate the effect on performance of increasing the number of projec-
tions. Moreover, under a boundary condition implied by the sufficient dimension reduction assumption, we show that the test excess risk of the
random projection ensemble classifier can be controlled by terms that do not depend on the original data dimension. The classifier is also compared
empirically with several other popular high-dimensional classifiers via an extensive simulation study, which reveals its excellent finite-sample per-
formance.

Sunday 13.12.2015  18:30 - 19:20 Room: Beveridge Hall ~ Chair: Stephen Pollock Keynote talk 3

Estimation and Inference for random time varying coefficient models
Speaker:  George Kapetanios, Queen Mary University of London, United Kingdom

Estimation and inference for random time varying coefficient models is considered when the random coefficient processes are persistent and
bounded. More complex settings than previously studied, including large dimensional datasets and instrumental variable estimation, are investi-
gated. The first setting focuses on the estimation of time varying covariance matrices for large datasets. A variety of popular such estimators are
generalised to the time varying case.Theoretical results are presented and data dependent methods for selecting tuning parameters are discussed.
The methods are applied to the construction of portfolios using a large number of assets. The second setting focuses on time varying instrumental
variable estimation that allows for the endogeneity status of regressors to change over time. Theoretical and simulation results are presented and
the methods are applied to a macroeconomic empirical application.

Monday 14.12.2015  12:05 - 12:55 Room: Beveridge Hall ~ Chair: Hans-Georg Mueller Keynote talk 4

Distributed estimation and inference with statistical guarantees
Speaker:  Jianqing Fan, Princeton University, United States Heather Battey, Han Liu, Junwei Lu, Ziwei Zhu

The focus is on hypothesis testing and parameter estimation in the context of the divide and conquer algorithm. In a unified likelihood based
framework, we propose new test statistics and point estimators obtained by aggregating various statistics from k subsamples of size n/k. In both
low dimensional and high dimensional settings, we address the important question of how to choose k as n grows large, providing a theoretical
upper bound on the number of subsamples that guarantees the errors due to insufficient use of full sample by the divide and conquer algorithms
are statistically negligible. In other words, the resulting estimators have the same inferential efficiencies and ¢, estimation rates as a practically
infeasible oracle with access to the full sample. For parameter estimation, we show that the error incurred through the divide and conquer estima-
tor is negligible relative to the minimax estimation rate of the full sample procedure. Thorough numerical results are provided to back up the theory.

Monday 14.12.2015  18:10 - 19:00 Room: Beveridge Hall ~ Chair: Yi Li Keynote talk 5

Model-based geostatistics for prevalence mapping in low-resource settings
Speaker:  Peter Diggle, Lancaster University and University of Liverpool, United Kingdom Emanuele Giorgi

Statistical methods and software associated with the standard model are first reviewed, then several methodological extensions are considered whose
development has been motivated by the requirements of specific applications. These include: low-rank approximations for use with large data-sets;
methods for combining randomised survey data with data from non-randomised, and therefore potentially biased, surveys; spatio-temporal exten-
sions; spatially structured zero-inflation. Finally, we will also describe disease mapping applications that have arisen through collaboration with a
range of African public health programmes.
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CO416 Room Chancellor’s Hall ANALYSIS OF HIGH-DIMENSIONAL TIME SERIES I Chair: Marco Lippi

CO0378: Generalized dynamic factor models and volatilities

Presenter: Matteo Barigozzi, London School of Economics, United Kingdom

Co-authors: Marc Hallin

In large panels of time series with a dynamic factor structure on the levels or returns, the volatilities of the common and idiosyncratic components
are often strongly correlated suggesting the presence of common volatility shocks, i.e. they also admit a dynamic factor decomposition. Based on
this observation, we propose an entirely non-parametric and model-free two-step general dynamic factor approach which accounts for the factor
structure both of returns and of volatilities. We propose a two-step estimation procedure based on one-sided representations of dynamic factor
models, and we give some preliminary conditions for consistent estimation of common components of volatilities when both n and T are large.
Finally, we apply our method to the panel of SP100 asset returns in order to build GARCH based volatility forecasts. Results show that our approach
is superior to existing univariate and multivariate methods when predicting daily highlow range.

C00399: Optimal linear prediction of stochastic trends

Presenter: 'Tommaso Proietti, University of Roma Tor Vergata, Italy

Co-authors: Alessandro Giovannelli

A recent strand of the time series literature has considered the problem of estimating high-dimensional autocovariance matrices, for the purpose of
out of sample prediction. For an integrated time series, the Beveridge-Nelson trend is defined as the current value of the series plus the sum of all
forecastable future changes. For the optimal linear projection of all future changes into the space spanned by the past of the series, we need to solve
a high-dimensional Toeplitz system involving n autocovariances, where 7 is the sample size. A non parametric estimator of the trend is proposed
that relies on banding, or tapering, the autocovariance sequence to achieve consistency. We derive the properties of the estimator and compare it
with alternative parametric estimators based on the direct and indirect finite order autoregressive predictors. We then consider the estimation of
trends within a multivariate system composed of a target series (e.g. gross domestic product) and a set of observable dynamic factors.

CO1238: Estimation of generalized linear dynamic factor models: The single and the mixed frequency case

Presenter: Manfred Deistler, Vienna University of Technology, Austria

Co-authors: Alexander Braumann, Elisabeth Felsenstein, Diego Fresoli, Lukas Koelbl

We consider generalized linear dynamic factor models in a stationary framework; the observations are represented as the sum of two uncorrelated
component processes: the so-called latent process, which is obtained from a dynamic linear transformation of a low dimensional dynamic factor
process and which shows strong dependence of its components, and the noise process, which shows weak dependence of the components. The
latent process is assumed to have a singular rational spectral density. In high dimensional time series often the univariate component series are
available at different sampling frequencies. This is called mixed frequency observations. We discuss estimation, first for the single frequency case,
consisting of the following steps: 1) Denoising, i.e. obtaining estimates of the latent variables and of the static factors from the observations, e.g.
via a PCA or a Kalman filtering procedure described; 2) Estimation of a VAR for the static factors, e.g. by AIC and Yule Walker estimators; 3)
Estimation of the dimension of the dynamic factors via a PCA on the innovations of the VAR. This procedure is generalized to the mixed frequency
case. Several overall estimation procedures, both for the single and for the mixed frequency case, are evaluated and compared by Monte Carlo
simulations.

C0623 Room Bloomsbury STATE SPACE MODELS AND COINTEGRATION Chair: Martin Wagner

CO0469: Polynomial cointegration

Presenter: Martin Wagner, Technical University Dortmund, Germany

Co-authors: Dietmar Bauer

A complete definition of polynomial cointegration is provided, including notions of non-triviality and minimum-degree. The relations of our
definition to existing definitions in the literature are clarified in detail. We use the state space framework to describe the polynomial cointegrating
spaces for multivariate unit root processes. This is particularly convenient as it allows to transform dynamic polynomial cointegration into a static
cointegration problem of a suitably defined process. We furthermore derive expressions that allow to construct tests for the occurrence of certain
polynomial cointegrating relationships for a given system. Finally, it is shown that the state space representation allows for an easy understanding
of the driving forces underlying polynomial cointegration. This is demonstrated for the /(2) case.

CO0521: Asymptotic properties of subspace methods for the estimation of seasonally cointegrated models

Presenter: Dietmar Bauer, University Bielefeld, Germany

Co-authors: Rainer Buschmeier

The aim is to investigate the asymptotic properties of the so-called CCA (canonical correlation analysis) algorithm in the case when the data
generating process is a minimal state space system containing unit roots at the seasonal frequencies. It is shown that in this situation under mild
assumptions on the noise process and under the assumption of known system order, the algorithm provides strongly consistent estimates of the
impulse response coefficients without any knowledge on the dynamic properties in terms of (co-)integration of the data generating process. If the
number of common cycles for each unit root (i.e. the unit root structure) is known, consistent system matrix estimators can be obtained. Consistency
is robust to the extraction of a deterministic trend, constant and deterministic seasonal cycles using seasonal dummies prior to the application of
the algorithm. Furthermore, three different procedures for estimating and testing for the number of common trends are proposed and investigated.
Two of the suggested procedures mimic tests that could be applied if the true state was known and operate on each unit root separately. The small
sample size and power properties are compared for the three tests as well as to standard estimators and tests in the VAR setting.

CO1692: Some results on the structure theory of cointegrated state space systems

Presenter: Massimo Franchi, University of Rome La Sapienza, Italy

Minimality of the state space representation of a stochastic process places restrictions on the rank of certain matrices that shape its integration and
cointegration properties. These restrictions characterize unit root processes in the state space framework. Building on these results, the cointegration
and polynomial cointegration properties of the process are described in the I(d) - d greater or equal to 1 - case. The /(1) and /(2) cases and their
connection with factor models are discussed in detail.
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CO596 Room Montague TEMPORAL AND SPATIAL ECONOMETRIC MODELLING AND TESTING Chair: Zudi Lu

CO0541: Indirect inference in spatial autoregression

Presenter: Maria Kyriacou, University of Southampton, United Kingdom

Ordinary least squares (OLS) is well known to produce an inconsistent estimator of the spatial parameter in pure spatial autoregression (SAR). The
potential of indirect inference to correct the inconsistency of OLS is explored. Under broad conditions, it is shown that indirect inference (II) based
on OLS produces consistent and asymptotically normal estimates in pure SAR regression. The II estimator is robust to departures from normal
disturbances and is computationally straightforward compared with pseudo Gaussian maximum likelihood (PML). Monte Carlo experiments based
on various specifications of the weighting matrix confirm that the indirect inference estimator displays little bias even in very small samples and
gives overall performance that is comparable to the Gaussian PML.

CO0555: Cross-validation bandwidth selection for kernel density estimation with spatial data

Presenter: Zudi Lu, University of Southampton, United Kingdom

Co-authors: Zhenyu Jiang, Nenxiang Ling

Nonparametric kernel method has become increasingly useful in exploring non-Gaussian distribution and nonlinearity with spatial data, in which
bandwidth selection is a fundamental component. Cross validation (CV) has been a popular approach for bandwidth selection in nonparametric
analysis of independent or time series data. However, although CV has been used in selecting bandwidth for some empirical analyses of real spatial
data in the literature, there has been neither theory of asymptotic optimality nor study of its finite sample performance that justifies the CV method
for spatial data. In fact, because of multi-direction and lacking of natural ordering in space, it becomes more challenging to establish a theory for
the bandwidth selection with spatial data than in time series case. We aim to make a first step to bridge the gap by developing large-sample theory
for the CV bandwidth selection in kernel density estimation of spatial stationary lattice random fields. The convergence and asymptotic optimality
of the CV selected bandwidth are developed under some mild conditions. The finite-sample performances of these CV properties are also examined
by simulation.

CO0746: Adjusted MLE for the spatial autoregressive parameter

Presenter: Federico Martellosio, University of Surrey, United Kingdom

The quasi-maximum likelihood estimator (QMLE) of the autoregressive parameter in a spatial autoregression can suffer from substantial bias. Part
of this bias is due to the presence of other parameters in the model, and a simple approach to reduce the impact of nuisance parameters is to recenter
the profile score. We study properties of the resulting estimator, named the adjusted QMLE. Despite being first-order asymptotically equivalent,
the QMLE and the adjusted QMLE estimators behave quite differently in many cases of practical interest. In particular, we show that the supports
of their distributions may be different, which implies that care needs to be taken when comparing the two estimators.

CO524 Room Athlone MODELING COMMODITY PRICES AND VOLATILITY Chair: Helena Veiga

C0O0623: On the impact of macroeconomic uncertainty on the volatility of commodity prices

Presenter: Marc Joets, Ipag Business School and University Paris Ouest, France

The aim is to analyze the impact of macroeconomic uncertainty on a large sample of 19 commodity markets. We rely on a robust measure of
macroeconomic uncertainty based on a wide range of monthly macroeconomic and financial indicators, and we estimate a structural threshold
VAR (TVAR) model to assess whether the effect of macroeconomic uncertainty on commodity price returns depends on the degree of uncertainty.
Our findings show that whereas the safe-haven role of precious metals is confirmed, agricultural and industrial markets are highly sensitive to
the variability and the level of macroeconomic uncertainty, respectively. In addition, we show that the recent 2007-09 recession has generated an
unprecedented episode of high uncertainty in numerous commodity markets that is not necessarily accompanied by a subsequent volatility in the
corresponding prices, highlighting the relevance of our uncertainty measure in linking uncertainty to predictability rather than to volatility.

CO0723: Spillover effect of stock market panic on crude oil and natural gas markets

Presenter: Julien Chevallier, IPAG Business School, France

Co-authors: Yue-Jun Zhang

The Volatility Threshold Dynamic Conditional Correlations (VT-DCC) approach is introduced to investigate the spillover effect of stock market
panic on crude oil and natural gas markets conditional on volatility regimes. Methodologically, the DCC-MVGARCH model allows the dynamics
of correlations to depend on asset variances through a threshold structure. The empirical study of our model to a sample of US stock market panic,
represented by the volatility index (VIX), during 1996-2015 indicates that the periods of stock market investors’ panic are significantly associated
with an increase in cross-market co-movement. The modeling framework represents a useful tool for the study of market contagion.

CO1046: Pricing the (European) option to switch between two energy sources: An application to crude oil and natural gas

Presenter: Hayette Gatfaoui, IESEG School of Management, France

We consider the viewpoint of a firm, which can choose between crude oil and natural gas to run its business. The trade-off between those two
energy sources is straightforward since the firm selects the energy source, which minimizes its energy or production costs at a given time horizon.
Assuming the energy strategy to be established over a fixed time window, the energy choice decision will be made at a given future date 7. In this
light, the firms’ energy cost can be considered as a long position in a risk-free bond by an amount of the terminal oil price, and a short position in a
European put option to switch from oil to gas by an amount of the terminal oil price too. As a result, the option to switch from crude oil to natural
gas allows for establishing a hedging strategy with respect to energy costs. Modelling stochastically the underlying asset of the European put, we
propose a valuation formula of the option to switch and calibrate the pricing formula to empirical data on a daily basis. Hence, our innovative
framework handles widely the hedge against the price increase of any given energy source versus the price of another competing energy source (i.e.
minimizing energy costs). Moreover, we provide a price for the cost-reducing effect of the capability to switch from one energy source to another
one (i.e. hedging energy price risk).

C0O464 Room Woburn EARLY WARNING SYSTEM AND SYSTEMIC RISK INDICATORS I Chair: Gian Luigi Mazzi

CO0697: Logit and multinomial logit models for early warning systems: On the duration of systemic banking crises

Presenter: Leone Leonida, Queen Mary University of London, United Kingdom

Co-authors: George Kapetanios, Pietro Calice, Giovanni Caggiano

The performance of the binomial and multinomial logit models in forecasting systemic banking crises is compared in the context of building early
warning systems. We argue that, because the average duration of the crises in the sample of countries is longer than one year, the predictive
performance of binomial logit models is likely to be hampered by what we define the crisis duration bias. The bias arises from the decision to either
treat crisis years after the onset of a crisis as noncrisis years or remove them altogether from the model. A simple Monte Carlo experiment shows
that, if compared to the binomial logit model, the multinomial logit approach improves the predictive power of the EWS. We apply the latter to a
sample of world economies. Results strongly support the use of the multinomial logit model.
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CO0972: Identifying indicators for stress in the banking system: A simulation based approach

Presenter: Makram El-Shagi, Henan University, China

Co-authors: Jacky Mallett

Due to the experience in the most recent financial crises, that caught politicians and scientists alike by surprise, assessing the fragility of the
financial system and detecting stress in the banking system has become a major concern. We propose an agent based simulation tool to identify
potential measures of financial stress. Our simulation is based on a double entry book keeping reproduction of bank operations to obtain a highly
detailed representation of bank balance sheets which are subject to both economic and regulatory constraints. We use this simulation within a
simplified economic framework to recreate the pathology of a banking crisis in a controlled environment. Based on this simulation we identify
crisis indicators both on the bank level and the system level. While the main objective is identifying potential measures of crisis risk where the
necessary data is not yet being collected, we test the predictive performance of selected indicators that are available to validate our simulations.

CO1139: Quantifying systemic risk

Presenter: Nina Boyarchenko, Federal Reserve Bank of New York, United States

Co-authors: Domenico Giannone, Tobias Adrian

Using a large panel of macroeconomic, financial and balance sheet explanatory variables, we construct the conditional distribution of future GDP
growth, inflation and unemployment from quantile regressions. We document a systemic risk-return trade-off: higher median projections of future
GDP growth come at the cost of a larger interquartile range. Furthermore, periods of low realized volatility are associated with large left tails of
future GDP growth. Finally, we show that the quantile regression methodology is robust in out-of-sample testing.

CO392 Room Senate GARCH INNOVATIONS Chair: Christian Francq

CO0856: Testing for policy effects in ARMA-GARCH model

Presenter:  Wojciech Charemza, University of Leicester, United Kingdom

Co-authors: Christian Francq, Svetlana Makarova, Jean-Michel Zakoian

We propose tests for detecting outcomes of policy decisions in ARMA-GARCH model. It is assumed that neither timing nor the magnitude of
such decisions is known, and the outcomes can be detected by testing the distribution of innovations of the model. It is proved that the Lagrange
Multiplier-type tests have well defined asymptotic properties. It is also shown that the power is reasonable for a range of alternatives. Finite sample
critical values are obtained by simulation. Empirical application leads to identifying countries with significant fiscal policy effects in series of daily
and monthly 10-year government bonds for 37 countries.

CO0878: Root—n consistent estimation of the density of a GARCH(1,1) process

Presenter: Lionel Truquet, ENSAI, France

It is well known that the density of a function of several independent random variables can be estimated at the usual parametric rate of convergence,
using U —statistics arguments and kernel density estimation. For time series, such results are available for linear processes. We explain that this
approach can be generalized to estimate the marginal density of non linear processes and we give some assumptions under which one can estimate
the density of a GARCH(1,1) process with a root—n consistent estimator.

CO1362: Two step estimation of multivariate GARCH and stochastic correlation models

Presenter: Jean-Michel Zakoian, CREST, France

Co-authors: Christian Francq

The estimation of a wide class of multivariate volatility models is investigated. Instead of estimating an m—multivariate volatility model, a much
simpler and numerically efficient method consists in estimating m univariate GARCH-type models Equation by Equation (EbE) in the first step,
and a correlation matrix in the second step. Strong consistency and asymptotic normality (CAN) of the EbE estimator are established in a general
framework, including Dynamic Conditional Correlation models. The EbE estimator can be used to test the restrictions imposed by a particular
MGARCH specification. For general Constant Conditional Correlation models, we obtain the CAN of the two-step estimator. Comparisons with
the global method, in which the model parameters are estimated in one step, are provided. Monte Carlo experiments and applications to financial
series illustrate the interest of the approach.

CO528 Room Holden FUNDS PERFORMANCE MEASUREMENT Chair: Spyridon Vrontos

CO0988: Diversification benefits of commodities: A stochastic dominance efficiency approach

Presenter: Nikolas Topaloglou, Athens University of Economics and Business, Greece

In light of the growing interest in investments in commodities, we revisit the open question whether commodities should be included in investors’
portfolios. We deviate from the previous literature and employ for the first time a stochastic dominance efficiency (SDE) approach. SDE is
a non-parametric concept that accommodates deviations from normality and circumvents the necessity to specify a utility function to describe
investor’s preferences. We find that commodities provide diversification benefits both in- and out-of-sample and regardless of the SDE criterion
and performance evaluation measure. This evidence is stronger when commodity indices which mimic dynamic commodity trading strategies are
used.

CO1340: A comprehensive approach to survival analysis of hedge funds

Presenter:  Spyridon Vrontos, University of Essex, United Kingdom

Co-authors: Ekaterini Panopoulou

The aim is to estimate the probability of survivorship of individual hedge fund data reported in BarclayHedge database. We employ a plethora of
alternative models and a comprehensive data set of indicator variables and hedge fund characteristics. Emphasis is given on the significant factors
that affect the lifetime of hedge funds.

CC0982: Divergence and performance: A new measure of hedge fund distinctiveness

Presenter: Nikolaos Voukelatos, University of Kent, United Kingdom

Co-authors: Ekaterini Panopoulou

We explore whether the level of strategy distinctiveness is associated with future hedge fund performance. We propose a new measure of the
distinctiveness of a hedge fund’s strategy based on the fund’s contribution to the cross-sectional dispersion of returns computed from the universe
of all hedge funds. We argue that this Dispersion Contribution Index (DCI) can serve as a meaningful and easily computable measure of hedge
fund distinctiveness. The intuition behind DCI is that, the more distinct the investment strategy pursued by a hedge fund, the more likely the fund’s
returns to diverge from the mean return in the market and, by extension, the larger its contribution to the cross-sectional dispersion of returns in
the industry. We investigate the time-series and cross-sectional properties of DCI computed from US hedge fund returns. More importantly, we
empirically examine if a higher level of strategy distinctiveness, as measured by DCI, is related to better subsequent performance.
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CO0496 Room SH349 TIME SERIES Chair: Marco Reale

CO1074: Generalised linear models for the spectrum of a time series

Presenter:  Alessandra Luati, University of Bologna, Italy

Co-authors: Tommaso Proietti

The aim is to introduce the class of generalised linear models with Box-Cox link, which is based on the truncated Fourier series expansion of the
Box-Cox transformation of the spectral density. The coefficients of the expansions (which we term the generalised cepstral coefficients) are related
to the generalised autocovariances of the series. The link function depends on a power transformation parameter and encompasses the exponential
model, which is based on the Fourier series expansion of the logarithm of the spectral density. Other important special cases are the inverse link,
which leads to modelling the inverse spectrum), and the identity link. One of the merits of this model class is the possibility of nesting alternative
spectral estimation methods (autoregressive, exponential, etc.) under the same likelihood-based framework.

CO1415: Testing asset price bubbles with financial data

Presenter: Yang Zu, City University London, United Kingdom

Existing literature studying the asset price bubbles does not consider the nonstationary volatility in the data. The bubble testing problem with
nonstationary volatility in a continuous-time model is studied. First, the asymptotic distribution of the classical Dickey-Fuller ¢ statistic under the
nonstationary volatility is derived. Then a Dickey-Fuller #—type statistic motivated by a weighted least squares regression is proposed, where the
weight is defined by a preliminary estimated spot error volatility, and its asymptotic distribution is also studied. These statistics are then used
to construct tests for asset price bubbles. Monte Carlo simulation and empirical examples show that the bubble test based on the weighted least
squares ¢ statistic is reasonably well sized and has superior power property.

CO1780: Edge deletion tests in graphical models for time series

Presenter: Marco Reale, University of Canterbury, New Zealand

Co-authors: Rory Ellis, Anna Lin, Chris Price

Sparse structural VAR’s can be effectively identified with graphical models. A fundamental step in this approach is the estimation of the conditional
independence graph. We give a brief overview of the methodology and compare different tests for edge deletion.

C0O420 Room Jessel ROBUST METHODS Chair: Stephane Guerrier

CO1242: The robust lasso for high dimensional regression

Presenter:  Christophe Croux, Leuven, Belgium

Co-authors: Andreas Alfons

Sparse model estimation is a topic of high importance due to the increasing availability of data sets with a large number of variables. Another
common problem in applied statistics is the presence of outliers in the data. We discuss several possibilities to combine robust regression and
sparse model estimation. We focus on the sparse least trimmed squares estimator, a robustified version of the lasso. This estimator has a high
breakdown point, and a fast algorithm for its computation is available. An important advantage of this estimator is that no initial sparse robust
estimator is needed, neither does the scale of the error terms needs to be known. We discuss in more detail the estimation of the scale of the error
terms, needed for constructing outlier detection rules in robust regression.

CO0173: Semiparametrically efficient rank-based estimation for dynamic location and scale models

Presenter: Davide La Vecchia, University of Geneva, Switzerland

Co-authors: Marc Hallin

New rank-based procedures are introduced to conduct semiparametric inference on time series models. In the considered setting, the conditional
location and scale of the process depend on an Euclidean parameter, while the innovation density is an infinite dimensional nuisance parameter.
Easy-to-implement rank-based estimators (R-estimators) are derived and their properties are discussed, with emphasis on semiparametric efficiency
and root-n consistency even in the presence of misspecification. The developed methodology has a wide range of applications, including linear and
nonlinear models, in either discrete- or continuous-time, with either homo- or heteroskedasticity. Numerical examples about the modeling of the
two scale realized volatility illustrate the performances of the proposed R-estimators. Finally, some extensions related to constrained inference on
conditional duration models for market microstructure analysis and multivariate time series are briefly discussed.

CO0400: Robust inference for time series models: A wavelet-based framework

Presenter:  Stephane Guerrier, University of Illinois at Urbana-Champaign, United States

Co-authors: Roberto Molinari

The aim is to present a new framework for the robust estimation of time series models which is fairly general and, for example, covers models
going from ARMA to state-space models. This approach provides estimators which are (i) consistent and asymptotically normally distributed,
(ii) applicable to a broad spectrum of time series models, (iii) straightforward to implement and (iv) computationally efficient. The framework
is based on the recently developed Generalized Method of Wavelet Moments and a new robust estimator of the wavelet variance. Compared to
existing methods, the latter directly estimates the quantity of interest while performing better in finite samples and using milder conditions for its
asymptotic properties to hold. Hence, not only we provide an alternative estimator which allows us to perform wavelet variance analysis when data
are contaminated, but also a general approach to robustly estimate the parameters of a variety of time series models. The simulations confirm the
better performance of the proposed estimators and the applications show the usefulness and broadness of the proposed methodology in domains
such as hydrology and engineering with sample sizes up to 500,000.

CO538 Room Gordon MACROECONOMIC ANALYSIS Chair: Peter Zadrozny

CO1435: An econometric method for decomposing total-input productivity into input-specific productivities

Presenter: Peter Zadrozny, Bureau of Labor Statistics, United States

The aim is to develop and illustrate with aggregate U.S. data an econometric method for decomposing total-input productivity or the Solow residual
into input-specific productivities or input-specific Solow residuals, that requires the same data as the Solow residual, in particular, requires no input-
specific information. The method is based on an estimated Cobb-Douglas Marginal Production (CDMP) function. Commonly used production
functions such as Cobb-Douglas and Constant Elasticity of Substitution (CES) production functions are special cases of the considerably more
general CDMP function. Instead of the usual approach of explaining the Solow residual in terms of input-specific information, the proposed
method suggests more directly explaining input-specific Solow residuals in terms of input-specific information, which should result in more
accurate inferences on the sources of productivity change.
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CO1446: Information and inequality

Presenter: Xiaowen Lei, Simon Fraser University, Canada

Co-authors: Kenneth Kasa

The relationship between information acquisition and capital income inequality is studied. Investors have a Shannon information-processing
constraint, which can be relaxed through costly information acquisition. A competitive equilibrium is characterized by solving a Pareto problem
with endogenous Pareto weights. Heterogeneous beliefs evolve endogenously as a function of the Pareto weights. Allocations are decentralized
by introducing equity and bond markets, and a market for information. The equilibrium features a wealth inequality amplification mechanism
previously highlighted in the literature, in which wealthy investors optimally choose to acquire more information. Evidence is provided suggesting
that rising capital income inequality can be partially attributed to endogenous information acquisition.

CC1465: Doubts, inequality, and bubbles

Presenter: Kenneth Kasa, Simon Fraser University, Canada

Co-authors: In-Koo Cho

Two agents share a common benchmark model for dividends. Each is risk-neutral but uncertainty averse, i.e., preferences are linear in consumption,
but each agent has doubts about the specification of the dividend process. These doubts manifest themselves has a preference for robustness. Robust
preferences introduce pessimistic drift distortions into the benchmark dividend process. These distortions increase with the level of wealth, and
give rise to endogenous heterogeneous beliefs. Belief heterogeneity allows asset price bubbles to emerge. A novel implication of our analysis is
that bubbles are more likely to occur when wealth inequality increases. A key advantage of our analysis is that detection error probabilities can be
used to assess whether empirically plausible doubts about dividends can explain observed bubble episodes.

CO0418 Room Court CO-MOVEMENTS IN MACRO AND FINANCE TIME SERIES Chair: Alain Hecq

C00523: Index-augmented autoregressive models: Representation, estimation, and forecasting

Presenter: Gianluca Cubadda, University of Rome Tor Vergata, Italy

Co-authors: Elisa Scambelloni

The purpose is to examine the condition under which each individual series that is generated by a n—dimensional Vector Auto-Regressive (VAR)
model can be represented as an autoregressive model that is augmented with the lags of ¢ linear combinations of all the variables in the system. We
call this modelling Index-Augmented Autoregression (IAAR). We show that the parameters of the IAAR can be estimated by a switching algorithm
that increases the Gaussian likelihood at each iteration. Provided that the number of factors g times the VAR order p is small compared to the
sample size T, we propose a regularized version of our algorithm to handle a medium-large number of time series. We illustrate the usefulness of
the IAAR modelling both by empirical applications and simulations.

CO1456: Testing for news and noise in non-stationary time series subject to multiple revisions

Presenter: Michalis Stamatogiannis, University of Bath, United Kingdom

Co-authors: Alain Hecq, Jan PAM Jacobs

Before being considered definitive, data currently produced by statistical agencies undergo a recurrent revision process resulting in different releases
of the same phenomenon. The collection of all these vintages is referred to as a real-time data set. Economists and econometricians have realized
the importance of this type of information for economic modeling and forecasting. We focus on testing non-stationary data for forecastability, i.e.
whether revisions reduce noise or are news. To deal with historical revisions which affect the whole vintage of time series due to redefinitions,
methodological innovations etc. we employ the recently developed Impulse Indicator Saturation approach, which involves adding an indicator
dummy for each observation to the model. We illustrate our procedures with the Real Gross National Product series from ALFRED and find that
revisions to this series neither reduce noise nor can be considered as noise.

CC1075: Cross-border effects of fiscal policy in the Eurozone

Presenter: Andreea Bicu, Bank of England, United Kingdom

Co-authors: Lenard Lieb

We empirically assess spillovers from fiscal policy in the Euro area. We propose a structural multi-country factor-augmented vector autoregression
model identified with sign restrictions and analyse the domestic and international effects of fiscal policy measures. By extracting information
from an extended set of country specific and cross-border variables, we are able to account for the different channels through which government
expenditure shocks are transmitted within as well as across borders. We find significant negative effects of fiscal consolidations on domestic output,
private consumption and investment. More importantly, spending cuts in Italy and Spain induce significant and persistent output spillovers on
Germany and France.

C0424 Room Torrington TECHNICAL ANALYSIS AND ADAPTIVE MARKETS Chair: Robert Hudson

C0O0526: On technical trading rules

Presenter:  Andrew Urquhart, University of Southampton, United Kingdom

Co-authors: Robert Hudson, Bartosz Gebka

A previous study found that technical trading rules have strong predictive power. Since then, there has been an explosion of studies examining
the potential profitability of technical trading rules. However the majority of these studies examine the performance of technical trading rules
over some pre-determined period and through a number standard parameters of technical trading rules. The aim is to investigate whether investors
could have exploited various technical trading rules in the DJIA and FT30 over a long horizon. Employing a parameter sweep, we report the most
successful technical trading rules over various subperiods and show how the most successful set of parameters of technical trading rules change
over time. This provides strong evidence of the Adaptive Market Hypothesis and that investors need to be weary of the parameters they employ
when using technical trading rules.

CO1348: On the determinants of stability in financial markets

Presenter:  Mona Soufian, Hull University Business School, United Kingdom

With an intention to investigate the determinants of stability in financial market, we attempt to build further on the work of fresh thinking on
systematic risk and use Agent Based Modelling to examine systematic risk and stability in financial markets. We consider financial market as a
complex system and examine complexity and stability, which are evidentially the common ground between financial systems and network science.
We examine whether the stability of financial markets can be influenced by the systems complexity, agents population and the connectedness
between agents. The results would be beneficial to build and further develop fresh thinking on systematic risk in financial markets.
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CO1810: Investigating the profitability of technical analysis using cross-sectional country data

Presenter: Robert Hudson, University of Hull, United Kingdom

‘We initially present results showing the profitability of technical analysis for a comprehensive list of countries. We then test whether, as in the prior
literature on US stocks, rule returns are positively related to risk as measured by standard deviation. To further understand our findings we consider
the distinction between the economic returns generated by rules and the ability of rules to predict market direction. We do this both algebraically
and by empirical investigation of the data. We subsequently consider the effect of time varying standard deviation and investigate other potential
causes of predictability relating to different national characteristics.

CGS577 Room Bedford CONTRIBUTIONS ON NONSTATIONARY TIME SERIES AND PANELS Chair: Michael Vogt

CC0260: The long-run dynamics of the real sovereign bonds: What it can be learnt from Net Foreign Assets

Presenter: Melika Ben Salem, University Paris-Est Marne-la Vallee, France

Co-authors: Barbara Castelletti Font

Many theoretical and empirical studies have been devoted to explain the long-run dynamics of real interest rates. Economic theory indicates GDP,
the rate of return on investment, time preference and risk whereas the relationship with fiscal policy variables remains an open issue. Sovereign
bond yields have been declining since the 1980s, which casts doubt to their reaction to the deterioration of budget deficits in OECD countries. It
seems then useful to disentangle short-run and long run determinants. If short-run determinants allow us to proxy the shifts in expectations about
the fundamentals, open economies with high degree of financial integration should share common transmission mechanisms for their real interest
rates, at least in the long run. On the contrary expectations could differ in the short-run. These two features explain the choice of an heterogeneous
panel error-correction model. Departing from the existing studies the net international investment position, regarded as an indicator of default
risk is introduced. The idea that net foreign assets play a role on macroeconomic performance and stability is at the heart. Our analysis yields a
key finding: net foreign assets combined nonlinearly with government debt do explain the long-run dynamics of sovereign bond yields, even with
short-term interest rates.

CC1565: New results on the power of some tests for a fixed unit root under a stochastic unit root alternative

Presenter:  Julio Angel Afonso-Rodriguez, University of la Laguna, Spain

The nonstationary behaviour of some macroeconomic and financial time series seems to be not well characterized by the standard unit root process.
Within the class of nonlinear unit root processes, we concentrate on the so-called stochastic (or randomized) unit root (STUR) process which
introduces an additional persistent component that could explain some of the conflicting empirical results arising when testing for the null of a fixed
unit root against a stationary alternative, and nests two different nonstationary alternatives to the standard fixed unit root process such as the pure
STUR and the bilinear unit root (BLUR) processes. By introducing general assumptions about serially and mutually correlated errors and a proper
normalization of the parameter governing the effect of the additional component, we study the power properties of a great variety of parametric
and semiparametric tests for the null of a fixed unit root against the alternatives of stationarity and nonlinear nonstationarity, as well as for some
tests for the null of stationarity. We obtain some new results that could explain the apparent conflicts arising when combine the outcomes of some
of these complementary testing procedures, and propose an alternative testing procedure to discriminate between a fixed unit root against any of
these two sources of nonlinear nonstationarity, incorporating a semiparametric correction for serially correlated errors with good size and power
properties.

CC1588: Estimating structural parameters in regression models with adaptive learning

Presenter: Michael Massmann, WHU - Otto Beisheim School of Management, Germany

Co-authors: Norbert Christopeit

The ordinary least squares (OLS) estimator of the structural parameters is examined in a class of stylised macroeconomic models in which agents
are boundedly rational and use an adaptive learning rule to form expectations of the endogenous variable. The popularity of this type of model
has recently increased amongst applied economists and policy makers who seek to estimate it empirically. Two prominent learning algorithms are
considered, namely constant gain and decreasing gain learning. For each of the two learning rules, the analysis proceeds in two stages. First, we
derive the asymptotic properties of agents’ expectations. At the second stage, we derive the asymptotics of OLS in the structural model, taken the
first stage learning dynamics as given. In the case of constant gain learning, the structural model effectively amounts to a static, cointegrating or
co-explosiveness regression. With decreasing gain learning, the regressors are asymptotically collinear such that OLS does not satisfy, in general,
the Grenander conditions for consistent estimability. Nevertheless, we show that the OLS estimator remains consistent in all models considered.
We also show, however, that its asymptotic distribution, and hence any inference based upon it, may be non-standard.
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CI016 Room Beveridge Hall SPECIAL SESSION ON BAYESIAN METHODS IN ECONOMICS AND FINANCE Chair: Knut Are Aastveit

CI0215: Bayesian estimation of sparse dynamic factor models with order-independent and ex-post mode identification

Presenter:  Sylvia Kaufmann, Study Center Gerzensee, Switzerland

Co-authors: Christian Schumacher

Common variation in N series of a large panel data set is extracted into few k factors, where k « N. The factors are dynamic and follow a vector
autoregressive process. We estimate the factor loadings under a sparse prior which includes positive mass at zero. Non-zero factor loadings in
columns provide an explicit interpretation of the factors. Rows of zero factor loadings indicate irrelevant variables which do notcontain information
for factor estimation. We propose a way of estimating and identifying the factor model which is independent of variable ordering. The posterior
mode, i.e. factor sign and factor order, is identified ex-post by post-processing the draws from the posterior distribution.

CI0485: Mutual fund dynamic risk allocation and skill level with a Bayesian seminonparametric change-point model

Presenter: Mark Jensen, Federal Reserve Bank of Atlanta, United States

Co-authors: Mark Fisher, Paula Tkac

The aim is to model the skill and risk-factor allocation of a mutual fund dynamically as a change-point process of the four factor Fama-French,
momentum model of mutual fund returns. Each mutual funds change point probability is assumed to be a random draw from an unknown distribu-
tion that is modelled nonparametrically. In addition, each fund regimes latent risk factor beta and alpha coefficients are also assumed to be random
draws from unknown meta-distributions. We nonparametrically model each meta-distribution as an unknown distribution and place a hierarchical
prior on it. A nonparametric heirarchical prior for the regime coefficients enable our change-point model to learn from past fund regimes risk factor
betas and performance alphas to better predict their out-of-sample values. We find dynamic factor allocation and changing levels of skill for mutual
funds. An arbitrary fund will have a relatively flat duration distribution for a regime. In other words, a fund is more or less likely to experience a
change point.

CC1610: Efficient implementation of Markov chain Monte Carlo when using an unbiased likelihood estimator

Presenter: Michael Pitt, University of Warwick, United Kingdom

Co-authors: Arnaud Doucet, George Deligiannidis, Robert Kohn

When an unbiased estimator of the likelihood is used within an Metropolis-Hastings scheme, it is necessary to trade off the number of samples
used to evaluate the likelihood against the computing time. Many samples will result in a scheme which has similar properties to the case where
the likelihood is exactly known but will be expensive. Few samples will result in faster estimation but at the expense of slower mixing of the
Markov chain. We explore the relationship between the number of samples and the efficiency of the resulting Metropolis-Hastings estimates.
Under the assumption that the distribution of the additive noise introduced by the log-likelihood estimator is independent of the point at which this
log-likelihood is evaluated and other relatively mild assumptions, we provide guidelines on the number of samples to select for a general Metropolis-
Hastings proposal. We illustrate on a complex stochastic volatility model that these assumptions are approximately satisfied experimentally and
that the theoretical insights with regards to inefficiency and computational time hold true.

CO590 Room Senate EMPIRICAL MODEL DISCOVERY Chair: David Hendry

COO0159: Improving global vector autoregressions

Presenter: Neil Ericsson, Federal Reserve Board, United States

The recent financial crisis and Great Recession highlight the pervasiveness of international macro-financial linkages in world economy. Capturing
those linkages in empirical economic models is central to much modeling, economic inference, forecasting, and policy analysis. Global vector
autoregressions (GVARs) provide a framework for capturing those linkages. GVARs have several attractive features: a standardized economically
appealing choice of variables for each country or region examined, a systematic treatment of long-run properties through cointegration analysis,
flexible dynamic specification through vector error correction modeling, and a natural structure for capturing macro-financial relationships. The
theoretical and empirical underpinnings for GVARs are re-examined, focusing on exogeneity assumptions, parameter constancy, and data aggrega-
tion. Refinements are proposed in these areas by utilizing recent developments in automated model selection and empirical model discovery, with
the aim of achieving an even more robust approach to GVAR modeling. The substantive 26-country GVAR highlights these refinements.

CO0350: Bias correction after selection with correlated variables

Presenter:  Jennifer Castle, Oxford University, United Kingdom

Co-authors: David Hendry, Jurgen Doornik

The aim is to develop bias correction for the conditional distributions of the estimated parameters of retained variables after model selection,
such that approximately unbiased estimates of their coefficients are delivered. Building on previous work which demonstrates the approach for
orthogonal regressors, we extend the analysis to correlated regressors. The selected model can be transformed to an orthogonal representation in
which an operational formula can be applied. Consequently, the combined outcome of our results is that despite searching in a large model class,
across different (unknown) states of nature, the finally selected model delivers nearly unbiased estimates and essentially unbiased standard errors
for retained variables, with few adventitiously-significant effects — a performance close to commencing from the DGP. The theory is demonstrated
by simulation evidence in a range of states of nature.

CO0775: Automatic selection of multivariate dynamic econometric models

Presenter:  Jurgen Doornik, University of Oxford, United Kingdom

Co-authors: David Hendry

Automatic general-to-specific selection of univariate dynamic econometric models is now well established. This has been extended in several
directions, including adding impulse dummies for every observation (IIS) and selection when there are more variables than observations. We
consider extension of these procedures to the multivariate setting. The starting point is the unrestricted reduced form, captured by the vector-
autoregression, possibly with additional unmodelled variables. At this first stage a variable either enters all equations or none. Cointegration
properties can also be considered at this stage. The final stage can be the simultaneous equations model, where each variable is treated individually
in each equation from the perspective of the entire model. We discuss the role of identification. Some applications illustrate how the procedure
works in practice.

CO0954: Detecting structural changes in linear models: A variable selection approach using multiplicative indicator saturation
Presenter:  Morten Nyboe Tabor, University of Copenhagen, Denmark

Co-authors: Oleg Kitov

We model structural breaks in regression coefficients of multivariate linear models using multiplicative indicator saturation (MIS) in Autometrics.
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Baseline performance is assessed using Monte Carlo experiments. First, we show that there is almost no efficiency loss under the null of no breaks,
irrespective of the number of variables in the system. For a bivariate case with multiple breaks of varying size and timing we find that MIS can
detect the break points correctly even for zero-mean iid variables. Performance is improved for the non-zero mean autoregressive case and larger
break sizes. Furthermore, using a recursive procedure, we assess the number of postbreak observations required for successful detection. Finally,
we conduct empirical tests for structural change in inflation persistence and the Phillips curve for the UK. Our results confirm the presence of
three breaks for both cases: 1965, 1971 and 1974. These are consistent with the post Bretton Woods argument and support the Lucas critique.
Performance of MIS in simulations and empirical cases is compared with the BaiPerron procedure.

CO568 Room Holden MODELLING RISK Chair: Giovanni Barone-Adesi

CO0166: Estimating the joint tail risk under filtered historical simulation

Presenter:  Giovanni Barone-Adesi, University of Lugano, Switzerland

Co-authors: Kostas Giannopoulos

The aim is to extend the use of filtered historical simulation in estimating the potential losses a CCP (central counterparty) would face from a
multiple default in the EMIR framework. The proposed methodology provides a probabilistic estimation of defaulting of named members, the
expected size of losses, i.e. the joint expected shortfall (JES), and confidence intervals around the JES. This in turn provides an estimate of financial
resources needed to absorb multiple defaults. Our methodology is carrying a full re-pricing of all instruments in the portfolio. It takes into account
positions that expire before the profits and losses (P&L) horizon.

C00284: A diagnostic criterion for approximate factor structure

Presenter:  Patrick Gagliardini, University of Lugano, Switzerland

A simple diagnostic criterion for approximate factor structure in large cross-sectional equity datasets is built. Given a model for asset returns with
observable factors, the criterion checks whether the error terms are weakly cross-sectionally correlated or share at least one unobservable common
factor. It only requires computing the largest eigenvalue of the empirical cross-sectional covariance matrix of the residuals of a large unbalanced
panel. A general version of this criterion allows us to determine the number of omitted common factors. The panel data model accommodates
both time-invariant and time-varying factor structures. The theory applies to generic random coefficient panel models under large cross-section and
time-series dimensions. The empirical analysis runs on monthly returns for about ten thousand US stocks from January 1968 to December 2011
for several time-varying specifications. Among several multi-factor time-invariant models proposed in the literature, we cannot select a model with
zero factors in the errors. On the opposite, we conclude for no omitted factor structure in the errors for several time-varying specifications.

CO0943: A jump and smile ride: Continuous and jump variance risk premia in option pricing

Presenter: Fulvio Corsi, Ca Foscari University Venice and City University London, Italy

Stochastic and time-varying volatility models typically fail to correctly price out-of-the-money (OTM) put options at short maturity. We extend
Realized Volatility option pricing models by adding a jump component estimated from high-frequency data and the associated risk premium. The
inclusion of jumps provides a rapidly moving volatility factor, which improves on the fitting properties under the physical measure. The change
of measure is performed adopting a Stochastic Discount Factor (SDF) with three risk premia: equity, and two variance risk premia related to
the continuous and jump components. On the one hand, employing an SDF with multiple risk premia further improve the flexibility under risk
neutral dynamics while preserving analytical tractability. On the other hand, it provides new way of separately estimate the continuous and jump
variance risk premia by coherently combining high-frequency returns and option data in a multi-factor option pricing model. The empirical analysis
illustrates the contribution of the jump factor to the pricing performance of Standard and Poor’s 500 index OTM options. Finally, we apply our
multi-factor model to estimate the time evolution of the two components of the variance risk premium and test their ability to predict future market
returns.

CO1011: Bayesian semiparametric multivariate change point analysis

Presenter:  Stefano Peluso, Catholic University of Milan, Italy

Co-authors: Siddhartha Chib, Antonietta Mira

We develop a Bayesian semiparametric multiple multivariate change point model. Each regime parameter or subsets thereof can follow a dedicated
change point process. Latent regime-specific Dirichlet process mixtures allow for a random distribution of recurrent regime parameters. A time-
dependent transition matrix among the latent regimes is introduced through change points driven by a multilevel Reinforced Urn Process. The
properties of the proposed model and of a previous one are studied theoretically through the analysis of the distribution of the interarrival times
and the number of change points in a given time interval. A multivariate generalization of a previous algorithm permits the statistical analysis of
multiple multivariate change points. The posterior sampling algorithm is applied to simulated and real data.

CO0436 Room Jessel TIME-SERIES ECONOMETRICS Chair: Robert Kunst

COO0172: Forecasting city arrivals with Google Analytics: The merits of big data shrinkage techniques and forecast combination
Presenter: Ulrich Gunter, MODUL University Vienna, Austria

Co-authors: Irem Onder

The aim is to investigate the predictive ability of 10 Google Analytics web traffic indicators from the website of the DMO of Vienna for actual
tourist arrivals. Tests show that Google Analytics indicators jointly Granger-cause arrivals to Vienna and vice versa. Hence, VAR becomes an
appropriate model class. As the sample is small and to prevent over-parameterization, methods for big data shrinkage are applied to create rival
forecast models to the classical VAR of dimension 11: Bayesian estimation of the VAR of dimension 11 (BVAR), reduction to a factor-augmented
VAR of dimension 3 (FAVAR), and an application of Bayesian estimation to the FAVAR of dimension 3, the Bayesian FAVAR (BFAVAR). The
forecast accuracy of these models is evaluated in terms of standard measures (RMSE and MAE) for horizons & = 1,2,3,6, and 12 relative to
univariate benchmarks (MA(2), ETS, and naive-1). Results based on the single models show that FAVAR and BFAVAR generally outperform
their multivariate competitors, but that overall MA(2) and ETS perform best except for one case. The classical VAR of order 11 and the naive-1
benchmark are significantly outperformed for 4 = 1,2, and 3. Four methods of forecast combination are evaluated: uniform combination, Bates-
Granger weights, forecast encompassing tests, and a combination of the last two. For & = 3,6, and 12, the combined forecasts outperform the
forecasts of the single models in four cases, while only in two cases uniform combination can be beaten.

C00244: Seasonal time deformation and periodic autoregressive time series models

Presenter:  Philip Hans Franses, Erasmus School of Economics, Netherlands

Periodic autoregressive time series models are models in which the autoregressive parameters vary across the seasons. There are various sources of
periodicity, and these include economic behaviour and interpolation of data. We advance another potential source of periodicity which is improper
aggregation. With simple examples we show that inappropriate aggregation of a monthly non-periodic process can lead to quarterly periodicity.
We exploit this link between aggregation and periodicity by reversing the issue and trying to turn a periodic process into a non-periodic process by
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specific temporal aggregation. We put forward a general theoretical result on the link between time deformation and periodicity, and we discuss
various empirical examples.

CO0595: Profit persistence and stock returns

Presenter: Michael Hauser, Vienna University of Economics and Business, Austria

Co-authors: Adelina Gschwandtner

Further empirical evidence on the relationship between the product and the financial market is assembled. Drawing back on work in industrial
organization, we analyze the relationship between profit persistence and factor adjusted stock returns looking at about 2000 listed US firms over the
last 34 years. While the relationship between (current, lagged and unexpected) profits/earnings and returns has been extensively analyzed before,
to our knowledge this is the first study to look at the relationship between stock returns and profit persistence. We interpret profit persistence as a
result of market competition and innovation of the firm. It is shown that firm specific long-run profit persistence after correction for other additional
economic fundamentals of the firm, has a positive impact on 4-factor adjusted returns and a negative impact on their volatility. Technically, we
estimate the persistence characteristics of the firms in a first step by moving window regressions, and introduce them as variables with measurement
errors in the return and volatility equations.

CO0749: On the persistence of economic time series: A threshold approach

Presenter: Heiko Rachinger, University of Vienna, Austria

Co-authors: Vanessa Berenguer-Rico

A threshold model is proposed for changes in persistence and volatility of economic time series. There is a large literature showing that the
persistence and/or volatility of economic time series are not constant. In order to answer what changes the degree of persistence as well as the
volatility of economic time series, we propose a Lagrange Multiplier (LM) test for theshold effects in the persistence and volatility of a time series.
A sequential testing procedure allows us to solve a potential confounding problem about the sources of the changes. We derive the asymptotic
distribution of the test statistic for a known and unknown threshold parameter. Further, we discuss estimation of the threshold and other parameters
of the threshold model. Via Monte Carlo simulations, we analyze the finite-sample behaviour of the tests. Finally, we apply the methodology to
several US macroeconomic series.

CO578 Room SH349 MEASUREMENT OF MARKET SPILLOVERS Chair: Matthias Fengler

CO0198: Measuring spot variance spillovers when (co)variances are time-varying: The case of multivariate GARCH models

Presenter: Helmut Herwartz, Georg-August-University Goettingen, Germany

Co-authors: Matthias Fengler

In highly integrated markets, news spreads at a fast pace and bedevils risk monitoring and optimal asset allocation. We therefore propose global and
disaggregated measures of variance transmission that allow one to assess spillovers locally in time. Key to our approach is the vector ARMA repre-
sentation of the second-order dynamics of the popular BEKK model. In an empirical application to a four-dimensional system of US asset classes —
equity, fixed income, foreign exchange and commodities — we illustrate the second-order transmissions at various levels of (dis)aggregation. More-
over, we demonstrate that the proposed spillover indices are informative on the value-at-risk violations of portfolios composed of the considered
asset classes.

C00199: Global equity market volatility spillovers: A broader role for the United States

Presenter: Daniel Buncic, University of St Gallen, Switzerland

Co-authors: Katja Gisler

It has recently been shown that U.S. equity market returns carry valuable information to improve return forecasts in a large cross-section of
international equity markets. We extend previous work on that and examine if U.S. based equity market information can be used to improve
realized volatility forecasts in international equity markets. For that purpose, we obtain volatility data for the U.S. and 17 international equity
markets from the Oxford Man Institute’s realized library and augment for each foreign equity market the benchmark HAR model with lagged
U.S. equity market volatility information. In-sample as well as out-of-sample evaluation results suggest a strong role for U.S. based volatility
information. More specifically, apart from standard in-sample tests, which find U.S. volatility information to be highly significant, we show that
this information can be used to substantially improve out-of-sample forecasts of realized volatility. Using large out-of-sample evaluation periods
containing at least 2500 observations, we find that forecast improvements, as measured by the out-of-sample R2 (relative to a model that does not
include U.S. based volatility information), can be as high as 12.83, 10.43 and 9.41 percent for the All Ordinaries, the Euro STOXX 50 and the CAC
40 at the one-step-ahead horizon and yield Clark-West adjusted ¢ statistics of over 7.

CO0651: Measuring the frequency dynamics of financial and macroeconomic connectedness

Presenter: 'Tomas Krehlik, Charles University in Prague, Czech Republic

Co-authors: Jozef Barunik

A general framework is proposed for measuring frequency dynamics of connectedness in economic variables based on spectral representation of
variance decompositions. We argue that the frequency dynamics is insightful when studying the connectedness of variables as shocks with het-
erogeneous frequency responses will create frequency dependent connections of different strength that remain hidden when time domain measures
are used. Two applications support the usefulness of the discussion, guide a user to apply the methods in different situations, and contribute to the
literature with important findings about sources of connectedness. Giving up the assumption of global stationarity of stock market data and approx-
imating the dynamics locally, we document rich time-frequency dynamics of connectedness in US market risk in the first application. Controlling
for common shocks due to common stochastic trends which dominate the connections, we identify connections of global economy at business cycle
frequencies of 18 up to 96 months in the second application. In addition, we study the effects of cross-sectional dependence on the connectedness
of variables.

CO1304: Estimating global sovereign default risk connectedness

Presenter: Kamil Yilmaz, Koc University, Turkey

We apply the Diebold-Yilmaz connectedness index methodology on sovereign credit default swaps (SCDSs) to estimate the network structure of
global sovereign credit default risk. In particular, using the elastic net estimation method, we separately estimate networks of daily SCDS returns
and volatilities for 38 countries between 2009 and 2014. Our results reveal striking differences between the network structures of returns and
volatilities. In SCDS return connectedness networks, developing and developed countries stand apart in two big clusters. In the case of the SCDS
volatility connectedness networks, however, we observe regional clusters among emerging market countries along with the developed-country
cluster. Furthermore, we show that global factors are more important than domestic factors in the determination of SCDS returns and volatilities.
In addition, we show that emerging market countries are the key generators of connectedness of sovereign default risk shocks while severely
problematic countries as well as developed countries play relatively smaller roles.
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CO506 Room Athlone MODELLING VOLATILITY Chair: Christos Savva

C00235: Risk-return trade-off for European stock markets

Presenter:  Christos Savva, Cyprus University of Technology, Cyprus

Factor models with macro-finance predictors are adopted to test the intertemporal risk-return relation for 13 European stock markets from 1986 to
2012. We use country specific, euro area, and US macro-finance factors to determine the conditional volatility and conditional return. We find that
the risk-return trade-off is generally negative. The Markov switching model documents that there is time-variation in this trade-off that is linked to
the state of the economy, but not the business cycles. Quantile regressions show that the risk-return trade-off is stronger at the lowest quantile of
the conditional return.

CO1088: Inflation volatility and the Euro: On the effect of the common currency

Presenter: Nektarios Michail, Cyprus University of Technology, Cyprus

We employ a sample of Euro area countries within a Generalised Autoregressive Conditional Heteroskedasticity (GARCH) framework to examine
whether the results of the recent literature about the decrease in inflation volatility after the introduction of the common currency hold. In addition
we examine whether the impact is consistent or heterogeneous across countries and whether it remains the same in magnitude after taking into
account recent data incorporating the European sovereign debt crisis.

CO0873: The role of market indices in forecasting stocks volatility: A HAR framework using a mixed sampling approach

Presenter:  Vasileios Pappas, University of Bath, United Kingdom

Co-authors: Marwan Izzeldin

The aim is to examine the value added in forecasting high frequency stock data using a Heterogeneous Autoregressive (HAR) model augmented
with market indicators (VIX, SPY and the SP500). Our empirics are based on high frequency data of 100 stocks representing 10 different sectors
for the period 2000 to 2010. We allow for different sampling frequencies in both sides of the HAR regression specification as well as allowing for
different market regimes. We find that the Augmented HAR (A-HAR) specification brings significant gains over the conventional HAR. We also
outline the index and sampling frequency at which the maximum gains are attained (i.e. 900 seconds for the SP500 and 15 seconds for the stocks).
The gains from A-HAR specification are more realised during the crisis episode where index information appears to be of more importance.

CO1025: Volatility forecasting around the world

Presenter: Lazaros Symeonids, University of East Anglia, United Kingdom

Co-authors: Apostolos Kourtis, Raphael Markellos

We investigate the performance of several popular volatility forecasting models across different countries, forecast horizons and economic con-
ditions. To this end, we carry out an extensive comparison of the information content and predictive ability of implied, realized and GARCH
volatility forecasts across 13 international equity indices. We find that model rankings remain roughly the same across countries, while they vary
with the forecast horizon. The best model is the Heterogeneous Autoregressive (HAR) model in the daily horizon while implied volatility forecasts
that account for the volatility risk premium are superior in the monthly horizon. GARCH forecasts are inferior to implied and realized volatility
forecasts in almost all cases considered. Focusing on the recent financial crisis reveals that the forecasting ability of all models deteriorates in
periods of market turmoil. We finally assess the economic value of the forecasting models within an international diversification framework. In
this setting, we find that implied volatility forecasts can improve portfolio performance over historical methods.

CO566 Room Chancellor’s Hall NONCAUSAL AND NON GAUSSIAN TIME SERIES MODELS Chair: Alain Hecq

CO0272: Nonlinear dynamic interrelationships between real activity and stock returns

Presenter: Henri Nyberg, University of Helsinki, Finland

Co-authors: Markku Lanne

The aim is to explore the differences between a linear Gaussian structural VAR (SVAR) and noncausal vector autoregressive VAR models in captur-
ing a potentially nonlinear real activity-stock return-relationship. Unlike the conventional and commonly used linear SVAR model, the noncausal
VAR model is capable of accommodating various nonlinear and non-Gaussian dependencies characteristic of stock returns, and, therefore, it is
likely to produce real activity and stock market shocks different from those implied by a SVAR model. In quarterly U.S. data (1953-2012), we
find evidence in favor of noncausality suggesting that the stock return is an insufficient proxy for news affecting real activity and stock prices.
In addition, especially when conditioning on the state of the business cycle, GDP growth is found more important for the determination of stock
returns than in a linear SVAR model.

CO0495: Forecasting inflation in Europe with mixed causal-noncausal models

Presenter: Sean Telg, Maastricht University, Netherlands

Co-authors: Alain Hecq, Lenard Lieb

In the literature, it has been claimed that inflation is a forward-looking variable rather than a backward-looking one. Recently, it has been argued
that the inclusion of noncausal terms in the model is an adequate way to capture this type of behavior. For this reason, we forecast inflation in
Europe with mixed causal-noncausal autoregressive (AR) models, which explicitly take dependence on the future into account. We compare the
forecasting performance of various models, including the purely causal, mixed and purely noncausal specifications, to assess whether noncausality
indeed improves the forecasting accuracy.

CO0557: Modelling the demand of photovoltaic panels using mixed-causal autoregression

Presenter: Lenard Lieb, Maastricht University, Netherlands

Co-authors: Alain Hecq

Renewable energies have been heavily subsidized over the last decade. In particular, subsidies for solar panels to enhance (private) demand have
had a strong impact on the market, and triggered irregularities and phenomena such as increasing volatility and/or bubbles. We propose to use
mixed-causal autoregressions to model the demand of solar panels in Belgium over the last decade. It has been shown previously that mixed-causal
and noncausal models can parsimoniously capture some of those (nonlinear) features. We review the mostly theoretical literature on mixed-causal
regressions and provide the applied researcher with a guideline for practical implementation for estimation and inference. We assess the finite
sample properties of existing estimation strategies and suggest a robust alternative based on self-weighted least absolute deviation, allowing for the
existence of infinite variance processes. A MATLAB toolkit is provided allowing the applied researcher to straightforwardly specify, estimate, and
test mixed-causal autoregressive models.

CO1549: Revisiting identification and estimation in structural VARMA models

Presenter: Alain Monfort, ENSAE Paris, France

Co-authors: Christian Gourieroux

The basic assumption of a structural VARMA model (SVARMA) is that it is driven by a white noise whose components are uncorrelated (or
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independent) and can be interpreted as economic shocks, called “structural” shocks. These models have to face two kinds of identification problems.
The first identification problem is “static” and is due to the fact that there is an infinite number of linear transformations of a given random
vector making its components uncorrelated. The second identification problem is “dynamic” and is a consequence of the fact that the SVARMA
process may have a non invertible AR and/or MA matrix polynomial but, still, has the same second order properties as a VARMA process in
which both the AR and MA matrix polynomials are invertible (the fundamental representation). Moreover the standard Box-Jenkins approach
automatically estimates the fundamental representation and, therefore, may lead to misspecified Impulse Response Functions. The aim is to
explain that these difficulties are mainly due to the Gaussian assumption underlying the Box-Jenkins type approaches, and that both identification
challenges are solved in a non Gaussian framework. We also develop simple new parametric and semi-parametric estimation methods when there
is nonfundamentalness in either the moving-average, or the autoregressive dynamics, and discuss the derivation of impulse response functions.

CO0490 Room Bedford THE ECONOMETRICS OF CLIMATE CHANGE Chair: Tommaso Proietti

CO0408: Econometric models of climate systems: The equivalence of two-component energy balance models and cointegrated VARs
Presenter:  Felix Pretis, University of Oxford, United Kingdom

Climate policy target variables including emissions and concentrations of greenhouse gases, as well as global mean temperatures are non-stationary
time series invalidating the use of standard statistical inference procedures. Econometric cointegration analysis can be used to overcome some of
these inferential difficulties, however, cointegration has been criticised in climate research for lacking a physical justification for its use. It will be
shown that a physical two-component energy balance model of global mean climate is equivalent to a cointegrated system that can be mapped to a
cointegrated vector autoregression, making it directly testable, and providing a physical justification for econometric methods in climate research.
Doing so opens the door to investigating the empirical impacts of shifts from both natural and human sources, and enables a close linking of data-
based macroeconomic models with climate systems. This approach finds statistical support of the model using global mean surface temperatures,
0-700m ocean heat content and radiative forcing (e.g. from greenhouse gases). The model results show that previous empirical estimates of the
temperature response to the doubling of CO2 may be misleadingly low due to model mis-specification.

CO0648: Modelling the interactions in paleoclimate data

Presenter:  James Davidson, University of Exeter, United Kingdom

Econometric methods are applied to model paleoclimate series for temperature, ice volume and and atmospheric concentrations of CO2 and CH4.
These series, measured from Antarctic ice and ocean cores, are well-known to move together in the transitions between glacial and interglacial
periods, but the dynamic relationship between the series is open to dispute. A further unresolved question is the precise role of Milankovitch
theory, in which the glacial/interglacial cycles are correlated with orbital variations. We perform tests for Granger non-causality and also conduct a
sensitivity analysis of the impulse-response characteristics of our model. Previous work with climate series has assumed nonstationarity and adopted
a cointegration approach, but in a range of tests we find no evidence of integrated behaviour. We use conventional autoregressive methodology
while allowing for conditional heteroscedasticity in the residuals, associated with the transitional periods.

CO0685: Global mean temperatures and global CO2 concentrations: A seasonal state-space approach

Presenter:  Eric Hillebrand, Aarhus University and CREATES, Denmark

Co-authors: Tommaso Proietti

The aim is to study the statistical relation of monthly CO; concentrations measured at Mauna Loa, Hawaii, with monthly global mean temperatures
published by the Goddard Institute for Space Studies (GISS). The central challenge is the trending nature of both series, which invalidates inference
in a standard linear model. Both series exhibit strong seasonal patterns that need to be accounted for. We consider a state-space model that allows
for seasonally varying deterministic and stochastic trends in temperatures and CO, concentrations, as well as seasonally varying autocorrelation
and residual variances. The model can be summarized as containing a permanent and a transitory component for each series, where global warming
is captured in the permanent component on which the seasons load differentially. The permanent component of CO, concentrations influences the
permanent component of temperature. We conduct inference on the coupling coefficient and study different forecast scenarios.

CO1424: Nonparametric estimation and bootstrap inference on the recent trends in atmospheric ethane (C2H6) above Europe

Presenter: Marina Friedrich, Maastricht University, Netherlands

Co-authors: Whitney Bader, Bruno Franco, Bernard Lejeune, Emmanuel Mahieu, Hanno Reuvers, Stephan Smeekes, Jean-Pierre Urbain

Ethane is the most abundant non-methane hydrocarbon in the Earth’s atmosphere and an important precursor of tropospheric ozone. Its monitoring
is therefore crucial for the characterization of air quality and of the transport of tropospheric pollution. Ethane is also an indirect greenhouse
gas, influencing the atmospheric lifetime of methane. The main sources of ethane are located in the northern hemisphere, and the dominating
emissions are associated to production and transport of natural gas. A preliminary trend analysis was conducted using measurements performed in
the Swiss Alps. Over the last two decades, the trend of ethane showed a decline of around 1% per year, thanks to a reduction of fugitive emissions
of fossil fuel sources. However, a recent upturn potentially attributed to the massive exploitation of shale gas and tight oil reservoirs in North
America was found. The goal is to investigate the presence and form of changes in trend functions using nonparametric techniques. The possible
location of such changes is investigated. In addition, nonparametric estimation techniques are used to allow for nonlinear trend functions. Given the
nonstandard nature of the measurements we rely on dependent wild bootstrap techniques to conduct inference on possible breaks in linear trends
and on nonparametric trend functions.

CO0410 Room Bloomsbury FINANCIAL REGULATION Chair: Dominique Guegan

CO0444: The spectral stress VaR

Presenter: Kehan Li, University Paris I Pantheon Sorbonne, France

Co-authors: Dominique Guegan

One of the key lessons of the crisis which began in 2007 has been the need to strengthen the risk coverage of the capital framework. In response,
the Basel Committee in July 2009 completed a number of critical reforms to the Basel II framework which will raise capital requirements for the
trading book and complex securitisation exposures, a major source of losses for many international active banks. One of the reforms is to introduce
a stressed value-at-risk (VaR) capital requirement based on a continuous 12-month period of significant financial stress (Basel III). However the
Basel framework does not specify a model to calculate the stressed VaR and leaves it up to the banks to develop an appropriate internal model
to capture material risks they face. Consequently we propose a forward stress risk measure spectral stress VaR (SSVaR) as an implementation
model of stressed VaR, by exploiting the asymptotic normality property of the distribution of estimator of VaRp. In particular to allow SSVaR
incorporating the tail structure information we perform the spectral analysis to build it. Using a data set composed of operational risk factors we fit
a panel of distributions to construct the SSVaR in order to stress it. Additionally we show how the SSVaR can be an indicator regarding the inner
model robustness for the bank.
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CC1222: Probability density of future returns: A fully nonparametric heteroskedastic model

Presenter: Matthieu Garcin, LabEx REFI - Natixis AM, France

Co-authors: Clement Goulet

A new model is proposed for estimating returns and volatility. The approach is based both on wavelet denoising technique and variational theory.
It is assessed that the volatility can be expressed as a non-parametric functional form of past returns. Therefore, both returns and volatility can be
forecasted. Confidence intervals for predicted returns as well as accurate probability densities for future returns can be built. This new technique
outperforms classical time series theory. This model does not require the stationarity of the observed log-returns, it preserves the volatility stylised
facts and it is based on a fully non-parametric form. This non-parametric form is obtained thanks to the multiplicative noise theory. An application
on intraday and daily financial data is proposed.

CO1375: Risk or regulatory capital: Bringing distributions back in the foreground

Presenter: Bertrand Hassani, Pantheon Sorbonne, France

Co-authors: Dominique Guegan

We discuss the regulatory requirement (Basel Committee, ECB-SSM and EBA) to measure financial institutions’ major risks, for instance Market,
Credit and Operational, regarding the choice of the risk measures, the choice of the distributions used to model them and the level of confidence.
We highlight and illustrate the paradoxes and the issues observed implementing an approach over another and the inconsistencies between the
methodologies suggested and the goal to achieve. Some recommendations to the supervisor and proposed alternative procedures to measure the
risks are made.

CO1489: Empirical probability density function of Lyapunov exponents

Presenter: Clement Goulet, Paris Sorbonne, France

We introduce a simple method to approximate the empirical distribution of Lyapunov exponent for one-dimensional discrete dynamical systems.
We recall that its positivity provides a necessary condition for being chaotic. Hence, if a dynamical system has a positive Lyapunov exponent and
if it has an attractor with fractal dimension, then forecasts can be done inside this attractor. Nevertheless, the estimation of Lyapunov exponent
on observed dynamical systems often produce results close to zero and so it is hard to assess whether the dynamical system is chaotic or not.
The approximation of the Lyapunov exponent distribution and the computation of confidence intervals overcome this limitation. The distribution
approximation is done through Maximum Entropy bootstrapping technique. This technique does not require neither stationarity of the system nor
any law assumption and preserve path dependency. To our knowledge this is the first time that such technique is used to approximate the empirical
distribution of the Lyapunov exponent. We propose an application of our method on a denoised phase space generated by financial data.

CO542 Room Torrington FINANCE AND JOBS IN DYNAMIC MACRO MODELS Chair: Ekkehard Ernst

C0O0480: Countercyclical capital rules for small open economies

Presenter: Rossana Merola, ILO International Labour Office, Switzerland

Co-authors: Daragh Clancy

Macro-financial feedback loops played a key role in both triggering and propagating the recent financial crisis. The Great Recession proved that
macroeconomic policies were insufficient to ensure financial stability. This has been particularly true for small open economies within a monetary
union, as they are constrained in the use of traditional stabilisation tools, such as nominal interest and exchange rates. We develop a DSGE model
with a banking sector tailored for a small open economy in a monetary union. In our model, loans defaults are related to the value of collateralized
assets (i.e. housing) and to wage income. We find that positive expectations for future house prices play a role in the accumulation of credit risk.
The negative effects of this over extension of credit materialise when the bubble busts and these expectations prove to be overoptimistic. The
resulting slowdown in economic activity, lower disposable incomes and a greater risk of unemployment, combined with devalued collateral, further
exacerbate the increase in non-performing loans bank losses. In terms of policy advice, our simulations suggest that a proactive macro prudential
rule responding to credit growth can help in smoothing economic fluctuations and promoting financial and macroeconomic stability. We also find
that more aggressive action during the release phase can bolster the economy’s ability to absorb a negative financial shock and damper its effects
on the labour market.

CO0578: Business cycle asymmetries and the labor market

Presenter:  Christian Merkl, Friedrich-Alexander-Unversitaet Erlangen-Nuernberg, Germany

Two business cycle facts for the United States are shown. First, the job-finding is very asymmetric over the business cycle and moves a lot more
in recessions than in booms. Second, there is a positive correlation between the job-finding rate and the backed out matching efficiency. We
provide an explanation for both business cycle facts by enhancing a search and matching model with idiosyncratic shocks for match formation
and by solving the full nonlinear structure of the model. Understanding the sources of these nonlinearities is very important. In our calibration,
government interventions (such as wage subsidies and government spending) are three times more effective in a heavy recession than in a boom.
In addition, shifts of the matching efficiency are not necessarily a sign for higher structural unemployment.

CO0938: Hiring uncertainty, investment and job creation: The role of financial frictions

Presenter: Ekkehard Ernst, International Labour Organization, Switzerland

The aim is to analyze the role of financial market frictions on the effects of uncertainty shocks on growth and employment. A newly developed
hiring uncertainty indicator is used to measure the difference between hiring intentions and actual job creation. The effect of this hiring uncertainty
on macro and labour market dynamics is analysed both theoretically and empirically. The theoretical part considers a stochastic growth model with
different shocks on the returns to capital and employment and analyses the role of financial market frictions in transmitting these shocks to capital
accumulation and job creation. The empirical part analyses the importance of historical hiring uncertainty shocks for G7 countries by means of
a panel SVAR approach. In particular, it is shown that in times of distressed financial markets when frictions are large, hiring uncertainty can
exercise a large, negative effect on both growth and employment with long-lasting effects. A quantitative measure of these effects is provided for
the average G7 country and estimates the role of hiring uncertainty during the recent crisis.

CO0941: About monetary policy transmission in remittances-receiving countries

Presenter:  Anne Oeking, International Monetary Fund, United States

Co-authors: Ralph Chami, Ekkehard Ernst

‘We show that countries with higher remittance-to-GDP ratios exhibit weaker monetary policy transmission. Often, these countries are low-income
or emerging market economies with fragile institutional and financial structures. However, the role played by remittances on monetary policy
transmission in these countries has received little attention. Using panel data estimation, we analyze the impact of remittance flows on the bank
lending channel. First, we derive some stylized facts regarding the banking sector and bank balance sheets in remittance-receiving countries.
Second, we motivate the empirical exercise with a simple model. Finally, we test whether the monetary policy transmission channel from policy
rates to bank lending rates is different in countries with higher remittances inflows. We show that banks in remittance-receiving countries have a
stable and interest-insensitive source of funding through remittances with more long-term and stable bank deposits. This stable funding, however,
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does not translate into higher private sector lending, as banks in these countries tend to hold more liquid and risk-free assets such as government
securities. The excess liquidity generated by the remittance flows tends to make the interbank funding market less relevant, and remittances weaken
the monetary transmission via the bank lending channel.

CO570 Room Court SPARSE MODELLING, SHRINKAGE AND REGULARIZATION Chair: Helga Wagner

CO0603: Probabilistic low-rank matrix completion with adaptive spectral regularization algorithms

Presenter:  Francois Caron, University of Oxford, United Kingdom

A novel class of algorithms for low rank matrix completion is proposed. The approach builds on novel penalty functions on the singular values of
the low rank matrix. By exploiting a mixture model representation of this penalty, we show that a suitably chosen set of latent variables enables
to derive an Expectation-Maximization algorithm to obtain a Maximum A Posteriori estimate of the completed low rank matrix. The resulting
algorithm is an iterative soft-thresholded algorithm which iteratively adapts the shrinkage coefficients associated to the singular values. The
algorithm is simple to implement and can scale to large matrices. We provide numerical comparisons between our approach and recent alternatives
showing the interest of the proposed approach for low rank matrix completion.

CO1175: Achieving shrinkage in the time-varying parameter models framework

Presenter:  Angela Bitto, WU Wien, Austria

Co-authors: Sylvia Fruehwirth-Schnatter

We investigate shrinkage for time-varying parameter models based on the normal-gamma prior which has already been introduced for standard
regression models. Our approach extends previous work in which the Bayesian Lasso prior has been considered. The Bayesian Lasso is a special
case of the normal-gamma prior. We show how the normal-gamma prior can easily be extended to the time-varying parameter models and focus on
inducing shrinkage on the square root of the variance of the prior of the error term in the non-centered state equation. We present both a univariate
and a multivariate application. First we choose EU area inflation modelling based on the generalized Phillips curve, then we draw our attention to a
multivariate time series with a time-varying covariance matrix and analyse DAX-30 data. Our findings suggest, that the normal-gamma prior bears
advantages over the Bayesian Lasso prior in terms of statistical efficiency and performs significantly better when drawing attention to the predictive
performance.

COO0777: Sparse Bayesian modelling for categorical predictors

Presenter: Daniela Pauger, Johannes Kepler University Linz, Austria

Co-authors: Helga Wagner, Gertraud Malsiner-Walli

The usual strategy to include a categorical covariate in a regression type model is to define one of the levels as baseline and to introduce dummy
variables for all other levels. As this can result in a high-dimensional vector of regression effects, methods which allow sparser representation of
the effect of categorical covariates are required. We achieve a sparse representation of the effect of a nominal predictor by defining informative
prior distributions. The specification of a spike and slab prior on level effect differences allows classification of these differences as (practically)
zero or non-zero. Thus, we can decide whether (1) a categorical predictor has no effect at all, (2) some (all) level effects are non-zero and/or (3)
some (all) categories can be fused as they have essentially the same effect on the response. Additionally we consider a modification of the standard
spike-and slab prior where the spike at zero is combined with a slab distribution which is a location mixture distribution. Model-based clustering
of the effects during MCMC allows to detect levels which have essentially the same effect size. We demonstrate the performance of the developed
methods in simulation studies and for real data.

CO1164: The spike-and-slab LASSO

Presenter:  Veronika Rockova, University of Pennsylvania, United States

Co-authors: Edward George

Despite the wide adoption of spike-and-slab methodology for Bayesian variable selection, its potential for penalized likelihood estimation has
largely been overlooked. We bridge this gap by cross-fertilizing these two paradigms with the Spike-and-Slab LASSO procedure for variable
selection and parameter estimation in linear regression. We introduce a new class of self-adaptive penalty functions that arise from a fully Bayes
spike-and-slab formulation, ultimately moving beyond the separable penalty framework. A virtue of these non-separable penalties is their ability
to borrow strength across coordinates, adapt to en- semble sparsity information and exert multiplicity adjustment. The Spike-and-Slab LASSO
procedure harvests efficient Bayesian EM and coordinate-wise implementations with a path- following scheme for dynamic posterior exploration.
We show on simulated data that the fully Bayes penalty mimics oracle performance, providing a viable alternative to cross-validation. We develop
theory for the separable and non-separable variants of the penalty, showing rate- optimality of the global mode as well as optimal posterior
concentration when p > n. Thus, the modal estimates can be supplemented with meaningful uncertainty assessments.

C0625 Room Montague CREDIT RISK MODELLING Chair: Jonathan Crook

CO0666: Reliable region predictions for automated valuation models

Presenter:  Tony Bellotti, Imperial College London, United Kingdom

Accurate property valuation is important for assessing credit risk in the mortgage market, allowing lenders to determine loan-to-value and estimate
loss-given-default. Traditional property valuation using a surveyor is expensive and may not be accurate or entirely objective. Therefore, automated
valuation models (AVM) are being developed to provide cheaper, objective valuations that can also allow dynamic updating of property values over
the term of a mortgage. A useful feature of automated valuations is that they should give a range (or region) of plausible price estimates for each
individual property, rather than a single point estimate. This would allow lenders to include conservatism in their credit risk assessments. Conformal
Predictors (CP) are machine learning algorithms developed to provide just such region predictions. They have been shown to be reliable, in the
sense that predictive accuracy can be precisely controlled using a pre-defined confidence level. We show how an AVM can be constructed with a
CP, based on an underlying k-nearest neighbours approach. The AVM is tested on a well-known Boston House Price data set and a new London
house price data set. We show that the region predictions are reliable and also investigate how the width of region predictions, ie the predictive
uncertainty, is linked to property characteristics.

CC1301: Predictability of emerging market yield spreads before and after Lehman Brothers: The role of macroeconomic volatility
Presenter: Ana-Maria Fuertes, Cass Business School - City University London, United Kingdom

Co-authors: Alena Audzeyeva

We study the sources of emerging market credit spreads predictability using weekly data for four large sovereign Eurobond markets over two periods
surrounding the Lehman Brothers’ default. Information from the credit spread curve only is insufficient for the baseline model to outperform
the random walk and slope regression benchmarks. Extensions with global and country macroeconomic factors outperform both benchmarks,
particularly post-Lehman which indicates a closer alignment then with fundamentals. The analysis reveals a key predictive role for macroeconomic
uncertainty measures such as the volatility of the global riskless short-interest rate and also the volatility of the country’s trade balance.
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CC1506: Benchmarking state of the art classification algorithms for credit scoring

Presenter: Bart Baesens, KU Leuven, Belgium

Co-authors: Stefan Lessmann, Hsinn-Vonn Seow, Lyn Thomas, Bart Baesens

More than 10 years have passed since a well-known benchmarking study of classification techniques for credit scoring has been published. One
of its key findings was that simple techniques such as logistic regression and decision trees usually perform well when compared to more complex
techniques such as neural networks and support vector machines. We will provide an updated perspective on these findings by considering the
current state of the art in the field. More specifically, we will include recently suggest classification techniques, new performance metrics and
innovative statistical evaluation frameworks. We will compare 41 classifiers in terms of 6 performance measures across 8 real- life data sets. The
results might provide a new benchmark to catalyze further research in the field.

CO1813: A new model for estimating exposure at default

Presenter:  Jonathan Crook, University of Edinburgh, United Kingdom

Co-authors: Mindy Leow

Conventional methods for estimating exposure at default use cross sectional models to predict a ratio involving credit balance and then manipulate
this to predict balance at the time of default. But for revolving credit it is often the case that as an account approaches default the balance approaches
and may even exceed the limit. We use panel data to exploit this relationship to derive a new method of predicting balance at default. We use panel
data to model the monthly time path of balance and of limit over the life of an account. We then weight the predicted balance by the probability
that in that month balance is less than limit and we weight the limit by the probability that the balance is greater than the limit. These probabilities
are estimated using a survival model. The idea is to exploit the greater accuracy of limit models than of balance models. The model is tested on an
out of time out of sample test sets. The model performs well in comparison with established methods.

CO556 Room Gordon ASSET PRICE BUBBLES Chair: Ivan Paya

CO1013: The shine of precious metals around the global financial crisis

Presenter: Roderick McCrorie, University of St Andrews, United Kingdom

Co-authors: Isabel Figuerola-Ferretti

We analyze the price behaviour of the precious metals gold, silver, platinum and palladium, before, during and in the aftermath of the 2007-08
financial crisis. Using the mildly explosive/multiple bubbles technology, we find significant, short periods of mildly explosive behaviour in the
spot and futures prices of all four precious metals. Fewer such periods are detected using exchange-rate adjusted prices, and almost none when
deflated prices are used. We assess whether these findings are indicative of bubble behaviour. Convenience yield is shown to have little efficacy in
this regard; other fundamentals proxy variables and position data offer only very limited evidence against prices having been anything other than
fundamentals-driven. Possible exceptions are in gold in the run-up to the highpoint of the crisis, and in silver and palladium around the launch of
specific financial products. Some froth, however, is reported and discussed for each metal.

CO1178: Improving the accuracy of asset price bubble start and end date estimators

Presenter: Robert Sollis, Newcastle University, United Kingdom

Recent research has proposed using recursive right-tailed unit root tests to date the start and end of asset price bubbles. An alternative approach is
proposed that utilises model-based minimum sum of squared residuals estimators combined with Bayesian Information Criterion model selection.
Conditional on the presence of a bubble, the dating procedures suggested are shown to offer consistent estimation of the start and end dates of
a fixed magnitude bubble, and can also be used to distinguish between different types of bubble process, i.e. a bubble that does or does not end
in collapse, or a bubble that is ongoing at the end of the sample. Monte Carlo simulations show that the proposed dating approach out-performs
the recursive unit root test methods for dating periods of explosive autoregressive behaviour in finite samples, particularly in terms of accurate
identification of a bubble’s end point. An empirical application involving Nasdaq stock prices is discussed.

CCO0712: Testing for speculative bubbles using spot and forward exchange rates: An application to the German hyperinflation

Presenter: Ivan Paya, Lancaster University, United Kingdom

Co-authors: Efthymios Pavlidis, David Peel

The probabilistic structure of periodically collapsing bubbles creates a gap between future spot and forward exchange rates in small samples. We
exploit this fact to propose two novel methods for detecting bubbles. The first method is based on recursive unit root tests and the second on rolling
Fama regressions. Both methods do not rely on a particular model of asset price determination, they are robust to an explosive root in the process
for market fundamentals, and are accompanied by a date-stamping strategy. As an empirical application, we analyze the German mark-US dollar
exchange rate for the interwar German hyperinflation period.

CO1315: Crude oil prices did not exhibit bubble behavior: Evidence using OVIX-adjusted WTI

Presenter: Isabel Figuerola-Ferretti, ICADE, Spain

Co-authors: Roderick McCrorie, loannis Paraskevopoulos

A recent technology is used to test for bubble behavior in WTI crude oil front month futures prices over the last decade. Our sample encompasses
both the pre-crisis period, in which there was a substantial run-up in crude oil prices, and the recent period in which prices have fallen significantly.
Results using the raw series suggest there were two bubbles, a positive bubble in 2008 and a negative bubble from November 2014 to January 2015.
The PSY test, however, makes the assumption of constant volatility across regimes. To adjust for this, we apply the test to the raw series deflated
by CBOE crude oil VIX volatility, and show there no evidence to support bubble behavior in the deflated series. Our results suggest that when we
account for forward looking option market volatility, there is no evidence to suggest there were bubbles in crude oil contrary to popular belief.

CO434 Room G21A GOODNESS-OF-FIT, MULTIPLE PREDICTORS AND MULTIVARIATE MODELS Chair: Lynda Khalaf

CO1791: Dynamic panel analysis of market debt ratios

Presenter: Charles Saunders, University of Western Ontario, Canada

Co-authors: Lynda Khalaf, Marie-Claude Beaulieu

Interest in dynamic panel data models for market debt ratios have emerged in recent years. The robustness of several methods to some common
problems that affect standard estimators is examined. We first extend available results on the GMM estimator by applying recently proposed
alternative methods. These include indirect inference, GMM approach, and X-differencing. The coverage of the confidence intervals for the
various methods is also surveyed, including the Monte Carlo inversion approach to construct exact confidence sets.

CO1796: Goodness-of-fit and model selection when the regressand is discrete

Presenter: Dalibor Stevanovic, Universite du Quebec a Montreal, Canada

Co-authors: Rachidi Kotchoni

We propose a new goodness-of-fit measure adapted for regression models with a discrete regressand. Examples of such models include Probit
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and Logit regressions for binary data and Poisson and Negative Binomial regressions for count data. The proposed goodness-of-fit measure is
deduced from a Kullback-Leibler Information Criterion (KLIC) and decreasing in the distance between the probability distribution of the regressand
predicted by the regression model and the corresponding marginal empirical distribution. Like a standard R-square, it lies between 0 and 1. For
that reason, we called it the KLIC-R2. We show how to use Monte Carlo simulations or by parametric bootstrap to approximate the distribution
of the KLIC-R2 conditionally on the observed realizations of the regressors. This distribution is obviously not pivotal and it must be simulated for
each case. We illustrate the use of the KLIC-R2 to test the null hypothesis that a particular set of regressors has no predictive power against the
most general alternative. Our Monte Carlo simulations show that the KLIC-R2 compares favorably to existing model selection criteria for discrete
choice models.

C00922: Small-sample tests for multiple-predictor regressions

Presenter: Sermin Gungor, Bank of Canada, Canada

Standard single-equation tests for predictability tend to over-reject when there is feedback from disturbances to future values of a predictor and
the predictor variable is highly persistent. Our framework accounts for feedback to multiple persistent predictors by modelling them as a vector
autoregression along with the predictive regression for the dependent variable, and by leaving free the joint distribution of system disturbances. We
deal with the presence of nuisance parameters by establishing a pivotal bound on the null distribution of the full-information quasi-likelihood ratio
statistic and we use Monte Carlo resampling techniques to obtain an exact small-sample test procedure.

C0O454 Room Woburn NOWCASTING AND FORECASTING UNDER UNCERTAINTY I Chair: Katja Heinisch

C0O0324: Regional surveys: Identifying uncertainty and forecasting economic growth

Presenter: Katja Heinisch, Halle Institute for Economic Research, Germany

Policy makers in regional institutions are more and more interested in a frequently and timely assessment and projection of economic growth in
particular on regional GDP forecasts. However, regional data is only available with substantial delay for the German states from the German
statistical office. Hence, particular weight is given to own survey data besides the official hard data to improve the regional GDP and gross value
added forecasts. The aim is to analyze the performance of the IWH construction and industry surveys for the economic development and outlook
of the East German economy. We examine whether these surveys are useful to improve the nowcast of the current and the forecast of the next
quarter of GDP. Given the even number of response possibilities of these surveys all answers can be taken into account. This is also a big advantage
compared to the ifo business climate index for East Germany where responses that correspond to unchanged are neglected. However, the overall
performance of both indices is compared. In addition, the study uses the responses of the IWH survey to identify the uncertainty of the entrepreneurs
for the assessment of the economic situation. Firms predictions in previous periods about expected changes will be compared with their assessment
of realized changes. Derived from cross-sectional disagreement we can derive a measure of ex post forecast error uncertainty.

CO0770: Nowcasting public finances in Italy

Presenter:  Peter Claeys, Vrije Universiteit Brussel, Belgium

Budget forecasts have become increasingly important as a tool of fiscal management to influence expectations of bond markets and the public
at large. The inherent difficulty in projecting macroeconomic variables together with political bias thwart the accuracy of budget forecasts. The
purpose is to make available efficient and accurate forecasts trends of fiscal deficits in those months in which official forecasts are not published. We
improve accuracy by nowcasting public deficits for Italy over the period 1993-2012. We analyse monthly series of public finance (a cash indicator)
to predict out-of-sample forecasts with leading indicators and internet search terms. The real-time deficit forecast from a VAR model beats a set
of other private and public forecasts of the deficit. Deficits are hard to predict due to shifting economic conditions and political events. We test
and compare predictive accuracy over time and although a weighted combined forecast is robust to breaks, it is hard to significantly improve over
a simple RW model.

CO1051: Lessons for forecasting unemployment in the U.S.: Use flow rates, mind the trend

Presenter: Murat Tasci, Federal Reserve Bank of Cleveland, United States

The aim is to evaluate the ability of autoregressive models, professional forecasters, and models that leverage unemployment flows to forecast
the unemployment rate. We pay particular attention to flows-based approaches to generalize whether data on unemployment flows is useful in
forecasting the unemployment rate. We find that any approach that leverages unemployment inflow and outflow rates performs well in the near
term. Over longer forecast horizons, we find a useful framework, even though it was designed to be mainly a tool to uncover long-run labor market
dynamics such as the “natural” rate. Its usefulness is amplified at specific points in the business cycle when unemployment rate is away from the
longer-run natural rate. Judgemental forecasts from professional economists tend to be the single best predictor of future unemployment rates.
However, combining those guesses with flows-based approaches yields significant gains in forecasting accuracy.

CO0778: On business confidence as an indicator for industrial production: Evidence from the EC survey

Presenter: Marco Malgarini, ANVUR, Italy

Co-authors: Stefano Fantacone, Petya Garalova, Eleonora Mazzoni

Business surveys are usually considered as good indicators for industrial production, being not revised, not in need to be filtered and released in
advance with respect to quantitative data. However, evidence of a possible break in the relationship among survey data and industrial production
(IP) has recently emerged: we look closely at this relationship using Eurostat and EC data for EU countries, analyzing the rolling correlation among
soft and hard data and looking at coherence of the two series at cyclical turning points. We also check for the capability of business surveys of
causing IP in the sense of Granger and evaluate the evolution of this relationship over time with rolling methods. Emerging differences in cyclical
behavior may be either linked to statistical problems in sampling selection during the crisis, or to changes in the way agents form expectations. If
long term perceptions of normal levels of output are lower than in the past, it is well possible for opinion variables to show a favorable trend even
if the underlying quantitative variable does not show remarkable changes.

EI010 Room CLO B01 SPECIAL SESSION ON ROBUSTNESS FOR FUNCTIONAL AND COMPLEX DATA Chair: Graciela Boente

EI0333: Fast estimation of the geometric median in Hilbert spaces: An application to robust online principal components analysis
Presenter: Herve Cardot, Universite de Bourgogne, France

It is not unusual anymore to have to analyze very large samples of high dimensional data, that also may be observed sequentially. In such a large
sample/high dimensional data context outliers may be hard to detect automatically and considering robust indices of location instead of (eventually
trimmed) mean values can be interesting. The geometric median, which is a natural extension of the median in metric spaces is an interesting
candidate for estimating the center of a distribution in a robust way. A very simple and efficient recursive estimator of the geometric median in
Hilbert spaces is studied. It allows for automatic update and does not require to store all the data. It is also shown that its asymptotic distribution
is the same as the minimizer of the empirical risk. An application to robust PCA, via the online estimation of the median “covariation” matrix, is
given. Illustrations on both simulated data and real data confirm the interest of using this new robust dimension reduction technique.
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EI0967: Robust analysis of high-dimensional functional data

Presenter:  Juan Romo, Universidad Carlos III de Madrid, Spain

Co-authors: Ana Arribas-Gil

Functional data analysis refers not only to one-dimensional functional observations, but also to multivariate samples of functions or even to high-
dimensional functional data sets. Robust analysis of functional data can be based on the concept of depth, that allows us to establish the notion of
centrality and extremality and provides fundamentals for testing or classification. We analyze depth for high-dimensional functional data and apply
these ideas to simulated high-dimensional functional samples and to real high-dimensional functional observations.

EI1064: Robustness against cellwise outliers

Presenter: Peter Rousseeuw, KU Leuven, Belgium

A multivariate dataset consists of n observations in p dimensions, and is often stored in an n by p matrix X. Robust statistics has mostly focused
on identifying and downweighting outlying rows of X, called rowwise or casewise outliers. However, downweighting an entire row if only one
(or a few) of its cells are deviating entails a huge loss of information. Also, in high-dimensional data the majority of the rows may contain a few
contaminated cells, which yields a loss of robustness as well. Recently new robust methods have been developed for datasets with missing values
and with cellwise outliers, also called elementwise outliers. Several methods of this type will be studied and compared in terms of their robustness
as well as their statistical and computational efficiency. Simulation results will be shown as well as real data examples.

EO182 Room MAL 540 STATISTICS FOR COSMOLOGICAL DATA Chair: Domenico Marinucci

EO0219: The challenge of weak lensing

Presenter: Thomas Kitching, UCL, United Kingdom

Weak lensing distorts observed galaxy shapes by changing their size and ellipticity at a level of one part in a thousand. By measuring these small
distortions statistically and in three dimensions both the geometry of the Universe and the growth of structure can be inferred. Several ground-
breaking surveys are being planned that will map the majority of the sky to measure this effect, for example the ESA Euclid mission. We will
review the state-of-the-art in image analysis inferring ellipticities and sizes from very noisy date; cosmological parameter inference using three-
dimensional spherical harmonic analyses; and simulations using large-scale n-body and hydrodynamical methods. We will focus on the outstanding
challenges in this field, and motivate the need for a close collaboration between the cosmology, computational and statistical communities.

EO0396: Sparsity in astrophysics: Astrostatistics meets astroinformatics

Presenter:  Jason McEwen, University College London, United Kingdom

Astrostatistics has become a well-established sub-field, where powerful statistical methods are developed and applied to extract scientific informa-
tion from astrophysical observations. In particular, Bayesian methods have now found wide-spread application in astrophysics. Astroinformatics,
on the other hand, is an evolving but less mature sub-field, where informatics techniques provide a powerful alternative approach for extracting
scientific information from observational data. Informatics techniques have close links with information theory, signal processing and computa-
tional harmonic analysis, and have been demonstrated to be very effective. Wavelet methods, for example, allow one to probe both spatial- and
scale-dependent signal characteristics simultaneously. Such techniques are very effective in studying physical phenomena since many physical
processes are manifest on particular physical scales, while also spatially localised. Recent developments in this domain have led to the theory of
compressive sensing, a revolutionary breakthrough in the field of sampling theory, which exploits the sparsity of natural signals. The aim is to
introduce compressive sensing from both the synthesis and analysis perspectives, highlighting statistical connections, and discuss the application
of such techniques in astrophysics.

EO0654: Cosmostatistics in a random Universe

Presenter: Andrew Jaffe, Imperial College, United Kingdom

Cosmological inferences are inherently probabilistic: we can only hope to directly observe a fraction (perhaps vanishingly small) of the Universe.
Furthermore, our models are usually themselves probabilistic: they predict only the statistical distribution of the matter and energy in the Universe.
In recent years, the amount of data has increased by orders of magnitude and cosmologists have developed analysis methods in the face of these
limitations. We review these methods and some of the latest results, paying specific attention to data from the Cosmic Microwave Background.

EO0990: Wavelets for cosmological data analysis: From the sphere to the 3-dimensional case

Presenter:  Domenico Marinucci, University of Rome Tor Vergata, Italy

Co-authors: Claudio Durastanti, Yabebal Fantaye

We start from a review of the construction of spherical wavelets and their use for Cosmological data analysis, focussing in particular on needlets.
We discuss their statistical and analytic properties, and then we review a number of recent and less recent applications, such as the investigation
for non-Gaussianity and asymmetries in Cosmic Microwave Background data and the search for point sources. We then consider extensions to
three-dimensional settings, reviewing in particular the recent proposal of 3d radial needlets and their potential applications to future Large Scale
Structure surveys.

EO138 Room MAL 421 CLUSTERING MIXED DATA Chair: Julien Jacques

EO0261: Mixture model of Gaussian copulas to cluster mixed-type data

Presenter: Matthieu Marbac, McMaster University, Canada

A mixture model of Gaussian copulas is proposed to cluster mixed data. This approach allows us to straightforwardly define simple multivariate
intra-class dependency models while preserving classical distributions for the one-dimensional margins of each component in order to facilitate the
model interpretation. Moreover, the intra-class dependencies are taken into account by the Gaussian copulas which provide one robust correlation
coefficient per couple of variables and per class. This model generalizes different existing models defined for homogeneous or mixed variables.
The Bayesian inference is performed via a Metropolis-within-Gibbs sampler. The model is illustrated by a real data set clustering.

EO00248: Kernel discriminant analysis with parsimonious Gaussian process models

Presenter:  Charles Bouveyron, University Paris Descartes, France

A family of parsimonious Gaussian process models is presented which allows to build, from a finite sample, a model-based classifier in an infinite
dimensional space. The proposed parsimonious models are obtained by constraining the eigen-decomposition of the Gaussian processes modeling
each class. This allows, in particular, to use non-linear mapping functions which project the observations into infinite dimensional spaces. It is
also demonstrated that the building of the classifier can be directly done from the observation space through a kernel function. The proposed
classification method is thus able to classify data of various types such as categorical data, functional data or networks. Furthermore, it is possible
to classify mixed data by combining different kernels. The methodology is as well extended to the unsupervised classification case. Experimental
results on various data sets demonstrate the effectiveness of the proposed method.
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EO0656: Model-based clustering with mixed/missing data using the new software MixtComp

Presenter:  Christophe Biernacki, Inria, France

The “Big Data” paradigm involves large and complex data sets where the clustering task plays a central role for data exploration. For this
purpose, model-based clustering has demonstrated many theoretical and practical successes in a various number of fields. MixtComp is a new
software, written in C++, implementing model-based clustering for multivariate missing/binned/mixed data under the conditional independence
assumption. Current implemented mixed data are continuous (Gaussian), categorical (multinomial), integer (Poisson) and ordinal (specific model)
ones. However, architecture of MixtComp is designed for incremental insertion of new kinds of data (ranks, functional, directional...) and related
models. Model estimation is performed by a Stochastic EM algorithm (SEM) and several classical model selection criteria are available (BIC, ICL).
Currently, MixtComp is not freely provided as an R package but is freely available through a specific user-friendly web interface (https://modal-
research.lille.inria.fr/BigStat/) and its output corresponds to an R object directly usable in the R environment. Beyond its clustering task, it also
allows us to perform imputation of missing/binned data (with associated confidence intervals) by using the mixture model ability for density
estimation as well.

EO1117: The moneyball effect: How statistical analysis can transform the sports industry

Presenter:  Yang Tang, McMaster University, Canada

Co-authors: Paul McNicholas

In the past few years, professional sports teams have been relying more on computer-driven statistical analysis. This is sometimes known as
the “Moneyball effect”. Psychometric data is available for the Canadian women rugby sevens team, including daily psychometric and training
variables on 32 female athletes over a six-month period. Sixteen variables are considered: three continuous variables, eight ordinal variables,
three categorical variables, and two integer variables. Model-based approaches via a mixture model are used to distinguish groups as well as
characterize them. We analyze the data using mixture modelling approaches to define distinct psychological status. We further use a data mining
technique, association rule mining, to investigate relationships between psychological status and physical performance within each group. We
expect a continuous learning process that could give better outcomes thereby contributing to a transformation within the sports industry.

EO136 Room MAL B33 METHODS FOR THE ANALYSIS OF SEMI-COMPETING RISKS DATA Chair: Sebastien Haneuse

EO0359: Estimating restricted mean job tenures in semi-competing risks data compensating victims of discrimination

Presenter:  Qing Pan, George Washington University, United States

Co-authors: Joseph Gastwirth

When plaintiffs prevail in a discrimination case, a major component of the calculation of economic loss is the length of time they would have
been in the higher position had they been treated fairly. This problem is complicated by the fact that one’s eligibility for promotion is subject to
termination by retirement and both the promotion and retirement processes may be affected by discriminatory practices. The semi-competing risk
data are decomposed into the marginal retirement process and the promotion process conditional on that retirement has not occurred. Predictions
for compensation purpose are made by utilizing the expected promotion and retirement probabilities of similarly qualified members of the non-
discriminated group. The restricted mean durations of three periods are estimated - the time an employee would be at the lower position, at the
higher level and in retirement. The proposed restricted mean job duration estimators are shown to be robust in the presence of an independent
frailty term. Data from the reverse discrimination case, Alexander v. Milwaukee, where white male lieutenants were discriminated in promotion to
captain are reanalyzed. While the appellate court upheld liability, it reversed the original damage calculations, which heavily depended on the time
a plaintiff would have been in each position. The results obtained by the proposed method are compared to those of the original jury. Substantial
differences in both directions are observed.

EO0493: A joint frailty-copula model between tumour progression and death for meta-analysis

Presenter:  Virginie Rondeau, University of Bordeaux INSERM, France

Co-authors: Takeshi Emura, Masahiro Nakatochi, Kenta Murotani

Dependent censoring often arises in biomedical studies when time to tumour progression (e.g., relapse of cancer) is censored by an informative
terminal event (e.g., death). For meta-analysis combining existing studies, a joint survival model between tumour progression and death has been
considered under semicompeting risks, which induces dependence through the study-specific frailty. Copulas are utilized to generalize the joint
frailty model by introducing additional source of dependence arising from intra-subject association between tumour progression and death. The
practical value of the new model is particularly evident for meta-analyses in which only a few covariates are consistently measured across studies
and hence there exist residual dependence. The covariate effects are formulated through the marginal Cox proportional hazards, and the baseline
hazards are nonparametrically modeled on a basis of splines. The estimator is then obtained by maximizing a penalized log-likelihood function.
We also show that the present methodologies are easily modified for the competing risks setup, and are generalized to accommodate left-truncation.
Simulations are performed to examine the performance of the proposed estimator. The method is applied to a meta-analysis for assessing a recently
suggested biomarker CXCL12 for survival in ovarian cancer patients. We implement our proposed methods in R joint.Cox package (version 1.1).

EO0944: Stabilised Aalen-Johansen estimator of the transition probabilities to protect against too small risk sets

Presenter:  Arthur Allignol, Ulm University, Germany

Co-authors: Sarah Friedrich, Jan Beyersmann

Left-truncation (delayed entry) arises if study entry occurs after time 0. Failure to account for left-truncation leads to length-bias, i.e., the number
of individuals which are considered to be under observation at time 0 is falsely inflated leading to biased estimates of the target quantity. Survival
analysis techniques naturally account for left-truncation. However the number of individual at risk at the beginning of the follow-up might be very
small, leading to highly variable and thus potentially unreliable estimates. A modified version of the Kaplan-Meier estimator has been previously
proposed that tackles these issues by discarding contributions from too small risk sets. The work was later extended by proposing a modified
Aalen-Johansen estimator in the the competing risks setting. Based on the latter, we introduce a modified Aalen-Johansen estimator for general
Markov multistate models. This is relevant even in the absence of left-truncation. For instance, in an illness-death model without recovery, initial
state 0, intermediate illness state 1 and absorbing death state 2, there will be internal left-truncation due to O to 1 transitions. A simulation study
and an example illustrate the use of this estimator.

EOO0895: Effects of unobserved heterogeneity on methods for analysing prevalent cohort and current duration designs

Presenter: Niels Keiding, University of Copenhagen, Denmark

Time to pregnancy is the duration from the time a couple starts trying to become pregnant until they succeed. It is considered one of the most direct
methods to measure natural fecundity in humans. Statistical tools for designing and analysing time to pregnancy studies belong to the general area
of survival analysis, but several features require special attention. Recruiting at incidence is difficult to carry out, so that prospective follow-up is
more realistically achieved in a prevalent cohort design. Retrospective (pregnancy-based) designs, widely used in this area, do not allow efficiently
including couples remaining childless. The current duration design starts from a cross-sectional sample of couples currently trying to become
pregnant, using the backward recurrence time as basis for the estimation of time to pregnancy or time to the end of the pregnancy attempt. On the
basis of a simulation study, it is studied the effect of unmeasured population heterogeneity on estimates of the distribution of time to pregnancy and
of the effect of risk factors. The generality of such properties for prevalent cohort and current duration designs are briefly discussed.
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EO0288 Room CLO 203 RECENT DEVELOPMENT ON SINGLE INDEX MODELS Chair: Jianhui Zhou

EO0406: Polynomial spline estimation for generalized partially linear single-index models

Presenter:  Lily Wang, Iowa State University, United States

Co-authors: Guanqun Cao

The estimation for the generalized partially linear single-index model is studied, where the systematic component in the model has a flexible
semiparametric form with a general link function. An efficient and practical approach is proposed to estimate the single-index link function,
single-index coefficients as well as the coefficients in the linear component of the model. The estimation procedure is developed by applying quasi-
likelihood and polynomial spline smoothing. Large sample properties of the estimators are derived and the convergence rate of each component
of the model is obtained. Asymptotic normality is established for the coefficients in both the single-index and linear components. The polynomial
spline approach is computationally stable and efficient in practice. Both simulated and real data examples are used to illustrate our proposed
methodology.

EO0490: A new estimation procedure for single index models

Presenter: Xiangrong Yin, University of Kentucky, United States

A novel and effect algorithm is introduced for solving single index models, especially when data has large p-small # structure. Implementation and
Monte Carlo results as well as a real data analysis are presented. Although we focus on single-index models, extension to multiple index models is
also discussed.

EO1172: A new inference approach for varying-coefficient single-index models

Presenter:  Valentin Patilea, CREST-ENSAI, France

Semiparametric single-index assumptions are convenient and widely used dimension reduction in regression analysis. In a mean regression setup,
the single-index model (SIM) assumption means that the conditional expectation of the response given the vector of covariates is the same as
the conditional expectation of the response given an index, that is a linear combination of the covariates. In a conditional distribution modeling,
under the SIM assumption the conditional law of a response given the covariate vector coincides with the conditional law given an index. We
consider extended SIM setups where the coefficients of the linear combination could depend on an additional covariate. Such extensions allow
us to capture some dynamic features in the data while preserving an appealing modeling strategy. We propose a new estimation approach of the
varying- coefficients in mean SIM and SIM for the conditional law. The estimator is obtained by minimization of a distance criterion based on
kernel smoothing. Consistency and asymptotic normality results are established. The new methodology is illustrated by simulations and real data
applications.

EO0554: A single index model for censored quantile regression

Presenter:  Jianhui Zhou, University of Virginia, United States

Co-authors: Miao Lu

Quantile regression has been getting more attention in survival analysis recently due to its interpretability. For possible nonlinear relationship
between survival time and risk factors, we study a single index model for censored quantile regression, and employ the local linear approximation
for the unknown link function. To account for censoring, we consider the redistribution-of-mass to obtain a weighted quantile regression estimator.
The developed estimator can be penalized for variable selection purpose. The asymptotic properties of the developed estimators are investigated.
The performance of the developed estimation and variable selection methods is illustrated in simulation studies, and the methods are applied to a
real data example.

EO184 Room CLO 101 OBJECT ORIENTED DATA ANALYSIS I Chair: John Kent

EO0414: Principal nested shape spaces, with applications to molecular dynamics data

Presenter: Ian Dryden, University of Nottingham, United Kingdom

Molecular dynamics simulations produce large datasets of temporal sequences of molecules, such as flexible proteins. It is of interest to summarize
the shape evolution of the molecules in a succinct, low-dimensional representation. However, Euclidean techniques such as principal components
analysis (PCA) can be problematic as the data may lie far from a flat manifold. Principal nested spheres can lead to striking insights which may
be missed using PCA. We provide some fast fitting algorithms and apply the methodology to a large set of 100 runs of 3D protein simulations,
investigating biochemical function in applications in Pharmaceutical Sciences.

EO0416: Backward nested subspaces: Asymptotics, two-sample tests and applications

Presenter: Benjamin Eltzner, University Goettingen, Germany

Dimension reduction is an important tool in multivariate statistical analysis, aiming at a description of the relevant modes of variation in a data set.
For data on manifolds or stratified spaces, dimension reduction becomes more involved as forward and backward methods must be distinguished.
We introduce the notion of backward nested subspaces as a generalization of principal nested spheres. For such general families of estimated nested
subspaces we provide asymptotic results and inferential tools. We illustrate the power of our methods by simulations and applications to data.

EO0464: Marker invariant analysis of gait data and its applications

Presenter: Fabian Telschow, University of Goettingen, Germany

In biomechanical analysis of motions of the human knee joint, curves over time in the space SO(3) of 3D rotations are the data objects. In non-
invasive practice, such curves are obtained by following markers placed on thigh and shank. Even if placed by experts, slightly differing locations
account for additional statistical variation that makes it difficult to accomplish the task of identifying individuals as well as of identifying changes
in gait patterns due to degenerative effects, say. To accomplish these tasks, it turns out that paths in SO(3) modulo its isometry group form the
natural object space for which we develop novel inferential tools, among others simultaneous confidence regions.

EO1157: Inference for functional data using the adjusted p-value function

Presenter: Simone Vantini, Politecnico di Milano, Italy

Co-authors: Alessia Pini

Inference for functional data embedded in Lz(a,b) is considered, with particular emphasis on the domain selection problem (i.e., detecting those
portions of the domain where a given functional null hypothesis is rejected). We will present a general and fully non-parametric approach to
achieve that target that is based on the introduction of two new inferential tools: the unadjusted and the adjusted p-value functions. After providing
their definitions, we will describe their inferential properties in terms of control of the Type-I error probability and of consistency (point-wise and
interval-wise, respectively). Finally, to show the flexibility of the methodology we will provide an overview on some applications in which the
unadjusted and the adjusted p-value functions have been used to face different testing problems such to answer specific research questions pointed
out by experts: two-population test for pair-wise comparison of the tongue movements in different experimental settings; functional analysis of
variance of reflectance spectra for selecting frequency bands for remote monitoring of laser welding; functional-on-scalar linear model of body part
trajectories for the long-term assessment of therapies to fix Anterior Cruciate Ligament injuries.
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EO0635 Room MAL B20 BAYESIAN SEMI- AND NONPARAMETRIC MODELLING I Chair: Li Ma

EO0448: A general framework for Bayes structured linear models

Presenter: Chao Gao, Yale University, United States

A unified approach will be given to both Bayes high dimensional statistics and Bayes nonparametrics in a general framework of structured linear
models. With the proposed two-step model selection prior, a general theorem of posterior contraction will be presented under an abstract setting.
The main theorem can be used to derive new results on optimal posterior contraction under many complex model settings including stochastic
block model, graphon estimation and dictionary learning. It can also be used to re-derive optimal posterior contraction for problems such as sparse
linear regression and nonparametric aggregation, which improve upon previous Bayes results for these problems. The key of the success lies in
the proposed two-step prior distribution. The prior on the parameters is an elliptical Laplace distribution that is capable to model signals with
large magnitude, and the prior on the models involves an important correction factor that compensates the effect of the normalizing constant of the
elliptical Laplace distribution.

EO0868: Sparsity party in a haystack

Presenter:  Jean-Bernard Salomond, Universite Paris Dauphine, France

Co-authors: Stephanie van der Pas, Johannes Schmidt-Hieber

Sparse models have grown more and more popular in the past years. In the Bayesian setting, the first theoretical results were proved for the spike
and slab priors. However, from a practical point of view, these priors are not convenient for computational reasons. In the meanwhile, a class of so
called shrinkage priors have been developed. Although one do not recover exact zeroes as with the spike and slab, they are easier to implement and
give good results in practice. Among these priors, scale mixture many of the most used can be written as a scale mixture of Gaussian which makes
them particularly easy to implement. We propose general conditions on scale mixtures of Gaussian in the sparse Gaussian sequence setting, such
that the posterior achieve the minimax risk which also leads to minimax estimator for the signal. These conditions give some general guidelines to
choose a shrinkage prior for estimation under sparsity assumption.

EO0874: Priors for the frequentist, consistency beyond Schwartz

Presenter: Bas Kleijn, University of Amsterdam, Netherlands

Schwartz theorem on posterior consistency is generalized in several respects. First, while testability remains a requirement, it is shown to be equiv-
alent to Doobs Bayesian form of posterior concentration. This type of testability reduces to a measurability condition rather than the topological
requirements most frequentists would expect. Second, the frequentist using Bayesian tools requires a stronger form of posterior consistency and
imposes a property akin to (but weaker than) contiguity to strengthen Doobs prior-a.s. consistency. It is shown that Schwartzs Kullback-Leibler
condition for the prior is sufficient, as well as Freedmans tailfreeness property and related forms of equicontinuity. For rates of convergence and
models for dependent samples Le Cams First Lemma is extended, implying sufficiency of the Ghosh-Ghosal-vdVaart construction as well as more
recent criteria based on Hellinger transforms. Examples include the stochastic block model, spike-and-slab-type priors for sparse sequences and
the Neyman-Scott paradox.

EO0983: Posterior concentration rate of a class of multivariate density estimators based on adaptive partitioning

Presenter: Linxi Liu, Stanford University, United States

Co-authors: Wing Hung Wong

We study a class of non-parametric density estimators under Bayesian settings. The estimators are piecewise constant functions on binary partitions.
We analyze the concentration rate of the posterior distribution under a suitable prior, and demonstrate that the rate does not directly depend on
the dimension of the problem. This is as an extension of a companion work where the convergence rate of a related sieve MLE was established.
Compared to the sieve MLE, the main advantage of the Bayesian method is that it can adapt to the unknown complexity of the true density function,
thus achieving the optimal convergence rate without artificial conditions on the density.

EO0206 Room MAL B35 STOCHASTIC PROCESSES WITH APPLICATIONS Chair: Simone Padoan

EO0524: Stochastic boundaries and other techniques for stochastic PDE models

Presenter: Finn Lindgren, University of Bath, United Kingdom

Recurring issues when constructing spatial and spatio-temporal Gaussian Markov random field models is how to ensure model consistency for
different resolutions, and how to impose consistent boundary conditions. Both of these issues can be handled by considering continuous domain
stochastic PDE models, that turn into Markov random fields on the coefficients of finite dimensional basis function expansion representations.
Such computationally efficient representations can be used for Kriging of large space-time data on complicated domains, and as building blocks in
complex latent Gaussian models, such as point process models for animal detections in ecology.

EO0641: Efficient likelihood-based inference for the Brown-Resnick process

Presenter: Emeric Thibaud, Colorado State University, United States

Max-stable processes are the only non-trivial limits of properly rescaled pointwise maxima of random processes. The Brown-Resnick process is a
parametric max-stable model which has proven to be well-suited for modeling extremes of environmental processes. In most applications, the full
likelihood of this model is unobtainable, and inference has been based on composite likelihoods, resulting in a loss in efficiency, and preventing the
use of standard Bayesian methods. We present a new Bayesian approach to estimate the parameters of a Brown-Resnick process, and we discuss
its computational challenges. We illustrate the method with an application to extreme low temperatures.

EOO0815: A nonparametric model for stationary time series

Presenter: Isadora Antoniano-Villalobos, Bocconi University, Italy

Co-authors: Stephen Walker

Stationary processes have been used as statistical models for dependent quantities evolving in time. Stationarity is a desirable model property,
however, the need to define a stationary density limits the capacity of such models to incorporate the diversity of the data arising in many real life
phenomena. Alternative models have been proposed, usually resulting in a compromise, sacrificing the ability to establish properties of estimators,
in favor of greater modeling flexibility. A characterization is provided for a family of time-homogeneous processes with nonparametric stationary
densities, which retain the desirable statistical properties for inference, while achieving substantial modeling flexibility, matching those achievable
with certain non-stationary models. For the sake of clarity, attention is restricted to first order Markov processes. Posterior simulation involves an
intractable normalizing constant. Therefore, a latent extension of the model is presented, which enables exact inference through a trans-dimensional
MCMC method. The capabilities of the model are presented through an application.
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EO0834: Extremes of Skew-Symmetric distributions

Presenter: Boris Beranger, Universite Pierre and Marie Curie and University of New South Wales, Australia

Co-authors: Simone Padoan, Scott Sisson

In environmental, economic or financial fields, the data of real applications can exhibit highly asymmetric distributions. In risk management it is
important to analyze the frequency that extreme events such as heat waves, market crashes, etc., occur. Such real processes are high-dimensional by
nature. Estimating the dependence of extreme events is crucial for predicting future phenomena, that can have a large impact on real life. A simple
way of dealing with asymmetrically distributed data is to use the so-called Skew-Symmetric distributions such as the skew-normal and skew-z.
These distributions are applied to the context of extreme value theory in order to model the dependence. By defining a non-stationary skew-normal
process, which allows the easy handling of positive definite, non-stationary covariance functions, we derive a new family of max-stable processes -
the extremal-skew-¢ process. We provide the spectral representation and the resulting angular densities of the extremal-skew-f process, and illustrate
its practical implementation. Finally, an application to wind speed data over 83 locations across the USA is provided.

EO322 Room MAL 415 METHODOLOGY AND APPLICATIONS OF LATENT VARIABLE MODELS Chair: Silvia Pandolfi

EO0550: Estimating discrete latent models for two-way data arrays: A composite likelihood approach

Presenter: Prabhani Kuruppumullage Don, Dana-Faber Cancer Institute, United States

Co-authors: Francesco Bartolucci, Francesca Chiaromonte, Bruce Lindsay

Composite likelihood is a likelihood modification useful in instances where maximum likelihood estimation (MLE) is computationally infeasible.
We present two discrete latent variable models for two-way data arrays, in which MLE is intractable due to the complex structures of the models.
The first model aims to sort a two-way array of observations in blocks, each corresponding to a fixed row cluster and a fixed columns cluster (block
mixture model). The second model aims to simultaneously produce clusters along one of the data dimensions and contiguous groups along the other
(clustering by segmentation). In both cases, we construct composite likelihoods as a computationally tractable alternative to the full likelihood. We
also discuss how to evaluate the number of components for each model, and demonstrate the performance of our methods via simulations. Finally,
we illustrate the use of our approach through applications to genomic data.

EO0579: A multivariate latent variable model for the analysis of health status over time

Presenter:  Silvia Cagnone, University of Bologna, Italy

Co-authors: Cinzia Viroli

A latent variable model for the analysis of multivariate mixed longitudinal data is proposed. It extends a previous factor mixture model to longi-
tudinal data. The model is based on the introduction of two hidden variables: a continuous latent variable for modeling the association among the
observed variables at each time point and a latent discrete variable that follows a first-order Markov chain with the aim of taking into account the
unobserved heterogeneity. The aim of the proposed model is twofold: it allows us to perform dimension reduction when data are of mixed type and
it performs model based clustering in the latent space. We derive an EM algorithm for the maximum likelihood estimation of the model parameters.
The method is illustrated by an application to a longitudinal dataset on health status.

EO1000: A latent variable approach for dealing with heaping and ‘‘too many to count’ in domestic violence counts

Presenter:  Brian Francis, Lancaster University, United Kingdom

Co-authors: Sylvia Walby, Jude Towers

One recent theory suggests that there are different types of domestic violence. These types are defined by the nature of the behaviour of one partner
towards the other. It is hypothesized that one form of domestic violence is likely to lead to repeated acts of violence within a relationship, perhaps
escalating in severity. This suggests that a mixture of two count processes may be a good way to model such data. We discuss recent work which
has attempted to determine whether there are a number of distinct groups of domestic violence victims, or whether there is a single distribution
with overdispersion. Such mixture models however, need to take account not only of capping but of heaping and a “too many to count” category.
Heaping is the tendency for respondents to report yearly incidents to the nearest rounded number. This will affect the mixture model in introducing
modal peaks in the incident distribution. Dealing with both of these leads to a mixture of mixtures problem, where the heaping and too many to
count processes mixes on top of a mixture of Poisson or negative binomials. Results will be presented from an analysis of ten years of data on
intimate personal violence from the Crime Survey of England and Wales, and analysis problems are identified.

EO1078: A discrete-valued latent stochastic process for the estimation of credit migration matrices

Presenter:  Fulvia Pennoni, University of Milano-Bicocca, Italy

Co-authors: Giulia Elisei

We focus on the problem of the estimation of the credit migration matrices which are a widely used instrument in the context of risk management to
account for the credit portfolio. We propose to apply a latent Markov model in which the possible movement directions are modeled as a continuous
or discrete-valued stochastic process following a non-homogenous Markov chain of first or second order. It is a novel approach in this context,
which outperform the existing models mainly based on an observed Markov process. The latter do not satisfactory represent the nature of the
credit ratings which is mainly governed by underlying forces. We illustrate the traditional techniques employed in this field and their limitations in
comparison to our proposal by applying them to simulated data which reproduce the credit ratings histories of Standard and Poor rated firms and
sovereigns around the world from 1982 to 2014. We also show how the model may be of interest for prediction of default.

EO040 Room CLO 102 TOPICS IN DIRECTIONAL STATISTICS Chair: Toshihiro Abe

EO0647: A circular autocorrelation of stationary circular Markov processes

Presenter: Hiroaki Ogata, Tokyo Metropolitan University, Japan

Co-authors: Toshihiro Abe, Takayuki Shiohama, Hiroyuki Taniai

The stationary Markov process is considered and its circular autocorrelation function is investigated. More specifically, a transition density of
the stationary Markov circular process is defined by two circular distributions, and we elucidate structure of the circular autocorrelation when
the one distribution is uniform and the other is arbitrary. The asymptotic properties of parametric and nonparametric estimators of the circular
autocorrelation function are derived. Simulation results are also given. Furthermore, we consider the bivariate process of trigonometric functions
and give the explicit form of its spectral density matrix.

EO0857: Modeling circular Markov processes with time varying autocorrelation

Presenter: Takayuki Shiohama, Tokyo University of Science, Japan

Co-authors: Toshihiro Abe, Hiroaki Ogata, Hiroyuki Taniai

A simple model with time varying autocorrelation for circular Markov processes is proposed. For this purpose, we introduce a time varying
concentration parameter in the underlying circular Markov processes. Maximum likelihood estimation as well as the estimation via nonlinear
and non-Gaussian state space models are considered. The proposed models are used to illustrate the non-linear relationships between the wind
directions and the wind speeds through by time-varying autocorrelations.
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EO00250: The WeiSSVM: A tractable, parsimonious and highly flexible model for cylindrical data

Presenter:  Christophe Ley, University of Ghent, Belgium

Co-authors: Toshihiro Abe

The aim is to describe cylindrical distributions obtained by combining the sine-skewed von Mises distribution (circular part) with the Weibull
distribution (linear part). This new model, the WeiSSVM, enjoys numerous advantages: simple normalizing constant and hence very tractable
density, parameter-parsimony and interpretability, good circular-linear dependence structure, easy random number generation thanks to known
marginal/conditional distributions, flexibility illustrated via excellent fitting abilities, and a straightforward extension to the case of directional-
linear data. Inferential issues, such as independence testing, can easily be tackled with the WeiSSVM, which we will apply on two distinct real data
sets.

EO0921: Exact and approximate inference for toroidal diffusions

Presenter: Eduardo Garcia-Portugues, University of Copenhagen, Denmark

Co-authors: Michael Sorensen, Kanti Mardia, Thomas Hamelryck

Inference methods are studied for diffusions on the hypertorus. The diffusions constructed have well-known stationary distributions, such as the
von Mises or the Wrapped Normal, and can be considered as the analogues of the celebrated Ornstein-Uhlenbeck process on the real line. New
pseudo-likelihood procedures based on the Euler and Ozaki discretization schemes are proposed. In addition, approximated likelihood inference
is carried out by a suitable imitation of the transition probability densities. The efficiency of these procedures is compared with respect to exact
likelihood in a simulation study under a variety of scenarios. Applications to the modelling of backbone angles in molecular dynamics simulations
of proteins are shown, together with a procedure to simulate from arbitrary toroidal distributions.

E0294 Room CLO 306 STATISTICAL EVALUATION OF MEDICAL DIAGNOSTIC TESTS Chair: Christos T Nakas

EO0674: Bayesian bootstrap inference for the ROC surface

Presenter: Vanda Inacio, Pontificia Universidad Catolica Chile, Chile

Co-authors: Miguel de Carvalho

The receiver operating characteristic (ROC) surface is a popular tool for evaluating the accuracy of medical diagnostic tests that classify individuals
into one of three ordered classes. We propose a fully nonparametric method based on the Bayesian bootstrap for conducting inferences for the ROC
surface and its functionals, such as the volume under the surface. The proposed estimator is based on a simple, yet interesting, representation of
the ROC surface in terms of placement variables. The performance of the proposed approach is assessed through a simulation study and a real data
application is also provided.

EO0724: Assessment of diagnostic markers subject to limit of detection

Presenter: Maria del Carmen Pardo, Complutense University of Madrid, Spain

Co-authors: Christos T Nakas, Alba Franco-Pereira

Diagnostic accuracy of potential biomarkers is routinely assessed using ROC curve methodology. The area under the ROC curve (AUC) is the most
widely used index of diagnostic accuracy. Frequently, marker measurements are subject to limits of detection (LOD) due to laboratory instrument
precision. As a consequence, measurements below a certain level are undetectable. Various strategies have been proposed for the assessment of
diagnostic markers that are subject to LOD since, simply ignoring observations below the LOD leads to negatively biased estimates of the AUC. We
propose a nonparametric approach based on two-sample likelihood ratio tests for right censored data for the assessment of the diagnostic accuracy
of a biomarker subject to LOD. We compare with existing methods through a large simulation study. We illustrate our methods on a potential
biomarker associated with the non-dipping phenomenon for patients with sleep apnoea syndrome.

EO1055: Statistical evaluation of low cost non-inferior imaging diagnostic tests

Presenter:  Joong-Ho Won, Seoul National University, Korea, South

Co-authors: Ying Lu

Typical medical imaging research seeks the most accurate cutting edge diagnostic and predictive techniques. Relatively less attentions are given to
the alternatives that may have clinically acceptable accuracy but offer benefits in cost, less invasiveness, or less radiation, etc. The problem becomes
more important in light of the healthcare reform that wants to contain the expenditure while improve the access. Validation of such techniques
has several difficulties. First, different from techniques based on blood or specimen, imaging techniques often have no historical samples to study
and require new study to collect data. For rare events, it can be costly. Second, the rapid technology evolution requires such validation studies
to be short in order to keep the evaluation relevant. Using an example of dual X- ray absorptiometry (DXA), the standard diagnostic test for
osteoporosis, and quantitative ultrasound (QUS), a low cost alternative, we will illustrate why we should be interested such a low-cost alternatives,
present a tree-structured subgroup analysis algorithm to identify those who will benefit most from such low cost QUS for diagnosis for prevalent
osteoporotic spinal fracture and propose a new statistical design that extends traditional case-control study by including short-term follow-up to
estimate prospective the odds ratio for hip fractures.

EO1852: Inference issues for true-class fractions in 2D and 3D ROC analysis

Presenter:  Christos T Nakas, University of Thessaly, Greece

The three-class approach is used for progressive disorders when researchers want to classify subjects as members of one of three categories based
on a continuous diagnostic marker. The optimal cut-off points required for this classification are often chosen to maximize the generalized Youden
index. The effectiveness of these chosen cut-off points can be evaluated by estimating their corresponding true class fractions and their associated
confidence regions. In the two-class case, parametric and nonparametric methods were investigated for the construction of confidence regions for
the pair of the Youden-index-based optimal sensitivity and specificity fractions that take into account the correlation introduced between sensitivity
and specificity when the optimal cut-off point is estimated from the data. A parametric approach based on the BoxCox transformation to normality
often works well otherwise a procedure using logspline density estimation can be used. The true class fractions that correspond to the optimal
cut-off points estimated by the generalized Youden index are correlated similarly to the two-class case. We present pitfalls in the assumptions of
correlation between true-class fractions in the 2-class case and a generalisation of previous methods to the three-class case, where ROC surface
methodology can be employed for the evaluation of the discriminatory capacity of a diagnostic marker.
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EO180 Room MAL G15 INFERENCE IN MULTIPLE AND MATRIX GRAPHICAL MODELS Chair: Anna Gottard

EO0706: A Bayesian approach for array-variate biological networks

Presenter:  Francesco Stingo, UT MD Anderson, United States

Co-authors: Yang Ni, Veerabhadran Baladandayuthapani

Multidimensional data constituted by measurements along multiple axes have emerged across many scientific areas such as genomics and cancer
surveillance. Traditional multivariate approaches are unsuitable for such highly structured data due to inefficiency, loss of power and lack of
interpretability. We illustrate a novel class of multidimensional graphical models that includes both directed and undirected graphs as well as
arbitrary combinations of these.

EO0479: Differential networks: Interpretation of an edge

Presenter: David Macleod, London School of Hygiene and Tropical Medicine, United Kingdom

A differential network refers to an analysis method which compares two networks each representing one of two subgroups. For example we can
compare the metabolomic network formed by a set of diseased individuals with the network formed by a set of disease free individuals, with an
aim of identifying structural differences which could provide information about the aetiology of disease. The primary method of estimating this
network is to estimate the difference in partial correlations of each pair of nodes in each of the two subgroups, with a suitably large difference
leading to the inclusion of an edge in the differential network. Most of the recent literature concerning this method focuses on the method of
estimating the edges in the network. However, little time has been spent on interpreting what an edge in a network of this type means. A simulation
study has been performed, investigating how the method responds to a particular type of data where a pair of nodes in the network are causes of
disease to begin to develop our understanding of what a differential network represents.

EO1367: Topic-adjusted visibility metric for scientific articles

Presenter: Siew Li Linda Tan, National University of Singapore, United Kingdom

Co-authors: Aik Hui Chan, Tian Zheng

Measuring the impact of scientific articles is important for evaluating the research output of individual scientists, academic institutions and journals.
While citations are raw data for constructing impact measures, there exist biases and potential issues if factors affecting citation patterns are not
properly accounted for. We address the problem of field variation and introduce an article level metric useful for evaluating individual articles’
visibility. This measure derives from joint probabilistic modeling of the content in the articles and the citations amongst them using latent Dirichlet
allocation (LDA) and the mixed membership stochastic blockmodel (MMSB). Our proposed model provides a visibility metric for individual
articles adjusted for field variation in citation rates, a structural understanding of citation behavior in different fields, and article recommendations
which take into account article visibility and citation patterns. We develop an efficient algorithm for model fitting using variational methods. To
scale up to large networks, we develop an online variant using stochastic gradient methods and case-control likelihood approximation. We apply
our methods to the benchmark KDD Cup 2003 data set with approximately 30,000 high energy physics papers.

EO1210: Efficient model search over DAG causal hypotheses about brain connectivity within a given population

Presenter: James Quartermaine Smith, University of Warwick, United Kingdom

Directed DAGs of probabilistic dynamic processes are currently now being used as frameworks for describing the dynamic relationships between
centres of activity in a given unit. For example one recent application of these methods can be found in applications of Markov graphics to model
he dynamically evolving relationships between the regions of a brain - as measured by fMRI experiments - as a particular individual engages in
various activities. The space of models of this type is obviously huge and so scoring the efficacy of different explanations in terms of their fit to this
highly multivariate time series data is a challenging one. However an important related issue is how inferences can be made concerning the nature
of the connectivities between centres of activity lying in subpopulations of individuals - for example those suffering from a particular medical
condition as opposed to those who do not. The aim is to discuss some new efficient search methodologies - originally designed for the analysis of
models concerning single subjects - can be adapted for use in the study of these even larger composite systems. We will then discuss some of the
inferential and interpretational challenges these methodologies still face.

EO060 Room MAL B29 APPLICATIONS OF EMPIRICAL MEASURES AND EMPIRICAL PROCESSES Chair: Eric Beutner

EO0760: Large deviations for weighted empirical measures arising in importance sampling

Presenter: Henrik Hult, KTH Royal Institute of Technology, Sweden

Importance sampling is a popular method for efficient computation of various properties of a distribution such as probabilities, expectations,
quantiles, etc. The output of an importance sampling algorithm can be represented as a weighted empirical measure, where the weights are given
by the likelihood ratio between the original distribution and the sampling distribution. The efficiency of an importance sampling algorithm is
studied by means of large deviations for the weighted empirical measure. The main result, which is stated as a Laplace principle for the weighted
empirical measure arising in importance sampling, can be viewed as a weighted version of Sanov’s theorem. The main theorem is applied to
quantify the performance of an importance sampling algorithm over a collection of subsets of a given target set as well as quantile estimates. The
proof of the main theorem relies on a weak convergence approach to large deviations.

EO00223: Concordance-assisted learning for estimating optimal individualized treatment regimes

Presenter:  'Wenbin Lu, North Carolina State University, United States

A new concordance-assisted learning (CAL) is presented for estimating optimal individualized treatment regimes. First, we will introduce a type
of concordance function for prescribing treatment and propose a robust rank regression method for estimating the concordance function. Then,
we will discuss the proposed CAL methods for estimating optimal treatment regimes that maximize the concordance function, named prescriptive
index, and for searching the optimal threshold. Moreover, we will discuss the convergence rates and asymptotic distributions of the proposed
estimators for parameters in the prescriptive index and the optimal threshold. Finally, we will present some simulations and an application to an
AIDS data to illustrate the practical use and effectiveness of the proposed methodology.

EO0345: Donsker and Glivenko-Cantelli theorems for a class of processes generalizing the empirical process

Presenter:  Davit Varron, University of Franche-Comte, France

The aim is to present a general limit theorem for sequences of random discrete probability measures for which the structural assumption is that the
point masses are conditionally i.i.d. given the weights. Such a class of random discrete measures not only encompasses the empirical measure, but
also encompasses the normalised homogenous completely random measures, stick breaking random measures (or priors). We shall state a Donsker
and a Glivenko Cantelli theorem for thoses radom measures, as processes indexed by a class of functions admitting a uniform entropy integral. As
a by product of our results, we will provide an alternative proof of the posterior consistency and the Bernstein von Mises phenomenon (in strong
topologies) of the Dirichlet process prior.
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EO0471: A refined notion of qualitative robustness for estimators derived from empirical measures

Presenter: Henryk Zaehle, Saarland University, Germany

A refinement of Hampel’s notion of qualitative robustness for empirical plug-in estimators is proposed. First, we present criteria for the refined
notion of robustness. Then, we apply these criteria to some specific plug-in estimators including empirical risk measures and maximum likelihood
estimators. Finally, we explain how the refined notion of robustness can be used to reasonably classify plug-in estimators w.r.t. their degrees of
robustness.

EO312 Room CLO 204 RECENT DEVELOPMENTS IN OPTIMAL DESIGN OF EXPERIMENTS Chair: Chiara Tommasi

EO0774: MV-optimization in binary response models

Presenter:  Victor Casero-Alonso, University of Castilla-La Mancha, Spain

Co-authors: Jesus Lopez-Fidalgo, Ben Torsney

MV-optimality will be considered in order to minimize the greater variance of the estimates of the parameters, obtaining maximum information
for fitting the model. In particular, binary response models are studied. These models can be seen as weighted linear regression models when
the weight function has a finite integral. A methodology and a software tool for obtaining M V-optimal designs in a compact interval are given.
Some illustrative examples are provided for some standard weight functions where the design space is a general interval [a, ] on the real line. A
representation of graphical MV-optimal designs is made in the Euclidean plane taking a and b as the axes.

EO0931: Optimal discrimination design between copula models

Presenter: Elisa Perrone, Institute of Science and Technology, Austria

Co-authors: Werner Mueller

Copula modeling is largely employed in many areas of applied statistics. However, the design of related experiments is still a neglected aspect. The
issue related to the choice of the copula is analyzed by using discrimination design techniques. A first look into the problem is given by considering
the usage of Ds-optimality in the sense of model discrimination. Moreover, we report some examples to highlight the flexibility of such approach.
Finally, the application of other discrimination criteria is also discussed.

EO0894: Optimal design, Lagrangian and linear model theories: A fusion

Presenter: Ben Torsney, Glasgow, United Kingdom

We consider the problem of optimizing a criterion of several variables, subject to them satisfying several linear equality constraints. Lagrangian
Theory requires that at an optimum all partial derivatives be exactly linear in a set of Lagrange Multipliers. It seems we can argue that the partial
derivatives, viewed as response variables, must exactly satisfy a Linear Model with the Lagrange Multipliers as parameters. This then is a model
without errors implying a fitted model with zero residuals. The residuals appear to play the role of directional derivatives in optimal design. Further,
if all variables are nonnegative, we can exploit the multiplicative algorithm for finding optimal design weights.

EO1244: Approximate optimal design for generalised linear mixed effects models

Presenter: Noha Youssef, American University in Cairo, Egypt

Finding an optimal design for a generalised linear mixed effects model involves the computation of Fisher information matrix. Fisher information
matrix requires the calculations of the second partial derivatives and expectations. We consider the cases where Fisher information matrix does not
have a closed form or the evaluation of these expectations are time consuming. Three alternatives for approximating Fisher information matrix of
are explored. The three alternatives are Laplace transformation, Gaussian quadrature and the Stochastic approximation optimization algorithms.
Numerical examples are presented to compare the efficiency of the three optimal designs obtained via the three different methods.

EO0096 Room MAL B34 DEPENDENCE MODELS AND COPULAS I Chair: Fabrizio Durante

EO0872: Conditional, partial and average copulas and association measures

Presenter: Irene Gijbels, Katholieke Universiteit Leuven, Belgium

Classical examples of association measures between two random variables include Pearson’s correlation coefficient, Kendall’s tau and Spearman’s
rho. For the situation where another variable influences the dependence between the pair, so-called partial association measures, such as a partial
Pearson’s correlation coefficient and a partial Kendall’s tau, have been proposed. In recent years conditional association measures have been
studied, such as a conditional Kendall’s tau. Such an association measure can be expressed in terms of a conditional copula. Even in case the
dependence structure between two variables is influenced by a third variable, one still wants to be able to summarize the dependence structure of
the pair by one single number, taking into account the additional influence. We discuss two different ways to do this. We study conditional, partial
and average copulas and association measures, discuss non- and semiparametric estimation of these, and investigate their asymptotic behaviour.
Examples are given to illustrate the use of the concepts and methods.

EO0771: Conditional copula simulation for systemic risk stress testing

Presenter: Claudia Czado, Technische Universitaet Muenchen, Germany

Since the financial crisis of 2007-2009 there is an active debate of regulators and academic researchers on systemic risk, with the aim of preventing
similar crises in the future or at least reducing their impact. A major determinant of systemic risk is the interconnectedness of the international
financial market. We propose to analyze interdependencies in the financial market using copulas. In particular we use the class of vine copulas,
which overcome limitations of the popular elliptical and Archimedean copulas. To investigate contagion effects among financial institutions, we
develop methods for stress testing by exploiting the underlying dependence structure. In a case study of 38 major international institutions, 20
insurers and 18 banks, we then analyze interdependencies of CDS spreads and perform a systemic risk stress test using single and multiple stress
factors. The specified dependence model and the results from the stress test provide new insights into the interconnectedness of banks and insurers.

EO0925: Working capital and market risk

Presenter: Alexandra Dias, University of Leicester, United Kingdom

Co-authors: Silvia Pazzi

The estimation of market risk is essential in financial risk management. The measure of risk mostly used in practice still is Value-at-Risk (VaR).
Most of the methodologies available to estimate VaR rely on modelling the price process disregarding other information concerning the firm. We
investigate the relation between equity VaR and the liquidity of the firm. We use as a measure of the liquidity of a firm the Working Capital to Total
Assets Ratio (WCR). The WCR enters in the well-known Z-score model for the probability of bankruptcy. We find that the dependence structure
between VaR and WCR can be modelled by a t-copula. Hence, the relation between VaR and WCR is linear with tail dependence. We find that the
correlation between VaR and WCR is positive although we would expect higher risk to be associated with lower liquidity. We find the explanation
for this puzzling result based on the quality of the accrual components of the working capital. We show that the strong dependence found between
VaR and WCR via a t-copula can be used to improve the estimation of market risk.
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EO0808: On sharp inequalities between Kendall’s tau and Spearman’s rho

Presenter:  'Wolfgang Trutschnig, University of Salzburg, Austria

Using properties of shuffles of copulas and tools from combinatorics we solve the long-standing open question about the exact region  determined
by all possible values of Kendalls T and Spearmans p. In particular, we prove that the well-known inequality between Kendall’s tau and Spearman’s
rho is not sharp outside a countable set, give a simple analytic characterization of Q in terms of a continuous, strictly increasing piecewise concave
function, and show that is compact and simply connected, but not convex. The results also show that for each (x,y) € Q there are mutually
completely dependent random variables X,Y whose T and p values coincide with x and y respectively.

EO314 Room MAL 414 HIGH DIMENSIONS AND SMALL SAMPLE SIZES IN MULTIVARIATE INFERENCE Chair: Markus Pauly

EOO0877: Bootstrapping the de-sparsified Lasso

Presenter: Ruben Dezeure, ETH Zurich, Switzerland

Co-authors: Peter Buehlmann, Cun-Hui Zhang

Assigning statistical significance in high-dimensional linear models has been a very active research area as of late. Some very different approaches
have been taken with differing assumptions and empirical performance. We focus on the de-sparsified Lasso, highlight some strengths and weak-
nesses, and discuss bootstrapping procedures. The implications of model misspecification will be discussed.

EO0893: Regularized M-estimation of multivariate scatter

Presenter: Lutz Duembgen, University of Bern, Switzerland

At first we discuss briefly the minimization of arbitrary smooth functionals on the space of symmetric, positive definite matrices. In this context
we introduce briefly the notion of geodesic convexity. Then we apply these considerations to regularized M-functionals of multivariate scatter. We
conclude with some theoretical considerations and numerical examples.

EO0451: Non- and semiparametric ways to infer from multivariate data: Asymptotics, and approximations

Presenter:  Arne Bathke, University of Salzburg, Austria

Co-authors: Solomon Harrar

The aim is to consider the case of drawing inference from multivariate data in factorial designs using non- or semiparametric approaches, not
assuming multivariate normality. Different asymptotic frameworks are considered, in addition to approximations for cases where the total number
of subjects is small to moderate. Non- and semiparametric models each have their advantages and disadvantages which are discussed.

EO0168: Permuting repeated measures data despite all the dependencies

Presenter: Markus Pauly, University of Ulm, Germany

Co-authors: Edgar Brunner, Sarah Friedrich

In a repeated measures design, the subjects are repeatedly observed at different occasions, e.g. at different time points. Classical repeated measures
models assume that the observation vectors are independent with normally distributed error terms and a common covariance matrix for all groups.
In medical and biological research, however, these two assumptions are often not met and may inflate the type-I error rates of the corresponding
procedures. We present a different approach working under covariance heterogeneity and without postulating any specific underlying distribution.
This procedure is based on an asymptotic pivotal statistic and its small sample behavior is improved by means of an adequate permutation technique.
The latter leads to astonishingly successful results despite all the dependencies in the repeated measures design which is shown in extensive
simulations. Moreover, the theoretical properties of the method are analyzed and it is applied to a practical data set.

EO0222 Room MAL B36 STATISTICAL METHODS FOR BIG DATA AND ANTIFRAUD ANALYSIS Chair: Domenico Perrotta

EO1185: Goodness-of-fit testing for the Newcomb-Benford law

Presenter: Andrea Cerioli, University of Parma, Italy

Co-authors: Domenico Perrotta, Lucio Barabesi, Andrea Cerasa

The Newcomb-Benford law for digit sequences has recently attracted interest in anti-fraud analysis. However, most of its applications rely either
on diagnostic checks of the data, or on informal decision rules. We suggest a new way of testing the Newcomb-Benford law that turns out to be
particularly attractive for the detection of frauds in customs data collected from international trade. Our approach has two major advantages. The
first one is that we control the rate of false rejections at each stage of the procedure, as required in anti-fraud applications. The second improvement
is that our testing procedure leads to exact significance levels and does not rely on large-sample approximations.

EC1310: Analysing large datasets with the forward search in SAS

Presenter:  Francesca Torti, European Commission, Italy

Co-authors: Marco Riani

The application of robust methods to international trade data may present serious scalability problems because the sample size n typically ranges
from few tens to several hundreds of thousands units. This is particularly true for the Forward Search (FS), which needs to build a series of subsets
of size increasing from few units (say v, i.e. the number of data variables) to n units. For this reason,we have implemented a SAS package for
the FS that complements the official MATLAB implementation FSDA. We illustrate the main features of the new SAS FS package on a number
of challenging international trade datasets provided by the customs services of some Member States. The illustration will also cover the typical
interactive graphical tools for exploratory data analysis offered by FSDA.

EO1325: Robustness for multilevel models: Fraud detection with the forward search

Presenter:  Fabrizio Laurini, University of Parma, Italy

Co-authors: Aldo Corbellini

Several methods using multiple regression or classification tools are commonly adopted to identify outliers which are, perhaps, the most important
statistical units for anti-fraud detection. For data in the European Union, which are analysed, the presence of clusters of several firms and several
countries, may hide structures and information, making standard and classical tools often unreliable. Moreover, even the parameters estimation
of classical models can be severely biased by influential observations or outliers. A methodological solution is to exploit the natural hierarchical
structure of multilevel models to take into account the time-varying evolution of quantities traded, and their price, for each country. Multilevel
models, however, are not robust as they simply generalise linear models and ANOVA. A forward search algorithm is presented to make parameter
estimation robust in the presence of outliers and avoiding masking and swamping, leading to a more accurate identification of suspicious firms.
The influence of outliers, if any is inside the dataset, will be monitored at each step of the sequential procedure, which is the key element of the
forward search. Preliminary results on simulated data have highlighted the benefit of adopting the forward search algorithm, which can reveal
masked outliers, influential observations and show hidden structures. An application to real data is also illustrated.
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EO1637: Automatized proposals based on trimming and constraints for mixture modelling and clustering estimation

Presenter:  Agustin Mayo-Iscar, Universidad de Valladolid, Spain

Co-authors: Luis Angel Garcia-Escudero, Alfonso Gordaliza, Carlos Matran

Nowadays there is a huge increase of new sources of data that require automated tools for classifying them. It is expected that the corresponding data
sets contain contaminated observations in addition to genuine observations belonging to real populations. Trimming and restrictions have shown
efficacy for robustifying mixture modelling or clustering estimators designed for classifying data from different settings. Their joint application
allows to avoid both the influence of contaminated observations and spurious components or clusters in the estimation. In order to illustrate the
performance of these proposals, we apply procedures based on them to the automated analysis of the monthly import flows corresponding to
different products in the European Union Trade Data.

EO058 Room MAL 402 CHANGE POINT ANALYSIS Chair: Pierre Bertrand

EO1294: On parameter estimation and hyphothesis testing for Poisson processes in case of a change-point with variable jump size
Presenter:  Serguei Dachian, Universite Lille, France

Co-authors: Lin Yang

A model of Poissonian observations having a jump (change-point) in the intensity function is considered. Two cases are studied. The first one
corresponds to the situation when the jump size converges to a non-zero limit, while in the second one the limit is zero. The limiting likelihood
ratios in these two cases are quite different. The properties of the maximum likelihood and Bayesian estimators, as well as those of the general
likelihood ratio, Wald’s and Bayesian tests are deduced from the convergence of normalized likelihood ratios.

EO1461: Model selection for multifractional Brownian motion

Presenter: Pierre Bertrand, University Clermont-Ferrand, France

Co-authors: Marie Eliette Dury

The multifractional Brownian motion (mBm) can be viewed as a generalization of the fractional Brownian motion (fBm) where the Hurst index H
is replaced by a time-varying function H (r). A time-varying Hurst index is encountered in different kinds of applications: In quantitative finance for
instance, it has been shown that the Hurst index estimated on sliding windows is varying with time between 0.45 and 0.65. Theoretical explanations
are developed by economists. To sum up, arbitrage opportunity for fBm are possible when the Hurst index H is constant and known in advance,
but no more when Hurst index is time-varying and random. Moreover, periods with Hurst index that significantly differs from H = 1/2, which
corresponds to efficiency of the market, can be explained by behaviourial finance. For such a time-varying Hurst index, the methods of estimation
developed up to now localize the estimation of Hurst index on a small vicinity, for models that become more and more sophisticated, e.g. the Hurst
index being itself a stochastic process. Actually, we can not know whether fluctuations reflect reality or are just artifact of the statistics. Our aim
is to provide a simplest possible model with a time-varying Hurst index. To sum up, the naive multifractional estimator has too many fluctuations
that appear as a statistical artifact. Then it should be asymptotically rejected. Moreover we propose a way to choose the simplest possible function
H(t).

EO1490: MUTATIS Software presentation

Presenter: Guillaume Paugam, Blaise Pascal University, France

Co-authors: Pierre Bertrand

We created MUTATIS as a way of applying statistical methods of change point analysis to large datasets of time series. MUTATIS stands for
Multi-Threaded Analysis of Time Series. This user-friendly piece of software was created to provide medical and academic personnel with our
statistical tools for processing time series. It is written in Java in order to facilitate interoperability - i.e. platform-independence - and its transition
towards an Android application. In particular, it was developed as part of the Do Well B. project, and can process large datasets of heartbeat time
series, with a focus on ease-of-use and speed. It has the capability of cleaning the input files to remove artefacts, detect change points for any given
criterion (mean, variance, slope, etc.), extract high and low frequency energies, and generate reports and graphics amongst other things. MUTATIS
tries to find the balance between simplicity and efficiency, with a very clean interface and optional configuration files that can easily be tweaked
and adjusted. The use of threads greatly decreases the processing times of the software, using up to 4 cores fully. Although MUTATIS was first
created to address offline analysis, it is also now able to detect change points with an online algorithm, meaning the method can and likely will be
used to process heartbeat series in real time via a Personal Health System.

EO1585: Change point detection by filtered derivative with p—Value: Choice of the extra-parameters and the impact on MISE

Presenter:  Doha Hadouni, Blaise Pascal, France

Co-authors: Pierre Bertrand

The Filtered Derivative with p—Value method (FDpV) is a two-step procedure for change point analysis. In the first step, we use the Filtered
Derivative function (FD) to select a set of potential change points, using its extra-parameters - namely the threshold for detection, and the sliding
window size. In the second one, we calculate the p—value for each change point in order to only retain the true positives and discard the false
positives. We deal with off-line change point detection using the FDpV method. We give a way to estimate the optimal extra-parameters of the
function FD, in order to have the fewest possible false positives (false alarms) and non-detected change points (ND). Thus, the estimated potential
change points may differ slightly from the theoretically correct ones. After setting the extra-parameters, we need to know which criterion (the
absence of detection or the false alarm) has more impact on the Mean Integrated Square Error (MISE). Which leads us to calculate the MISE in
both cases (false alarm case and the case of non detected change point). Finally, we simulate some examples with a Monte Carlo method so we can
better understand the positive and negative ways the parametrisation can affect the results.

EC039 Room MAL 539 CONTRIBUTIONS ON REGRESSION ANALYSIS Chair: Juhyun Park

EC1441: On the accuracy of conics and quadric surfaces parameters estimators

Presenter: Eva Fiserova, Palacky University, Czech Republic

Fitting quadratic curves and quadric surfaces to given data points is a fundamental task in many fields like engineering, astronomy, physics,
biology, quality control, image processing, etc. The classical approach for fitting is geometric fit based on minimization of geometric distances
from observed data points to the fitted curve/surface. We focus on solving the problem of geometric fit by the linear regression model with
nonlinear constraints. The constraints are represented by the general equation of the certain curve/surface. In order to obtain approximate linear
regression model, this nonlinear constraints are being linearized by the first-order Taylor expansion. The iterative estimation procedure provides
locally best linear unbiased estimates of the unknown algebraic parameters of the considered curve/surface and also estimates of their uncertainties.
Subsequently, we are capable to express the estimates of the geometric parameters like the centre, angle of rotation, and semi-axes lengths and their
uncertainties. The aim is to show the iterative algorithm for curve/surface fitting. Furthermore, the results of performed simulation study of the
algebraic and geometric conics/surfaces parameters estimators accuracy will be presented.
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EC1579: Adaptive nonparametric instrumental regression in the presence of dependence

Presenter: Nicolas Asin, Universite Catholique de Louvain, Belgium

Co-authors: Jan Johannes

We consider in nonparametric instrumental regression the estimation of the structural function, which models the dependence of a response Y
on the variations of an endogenous explanatory variable Z in the presence of an instrument W. Given an i.i.d. sample of (Y,Z,W) a lower
bound is derived for a maximal weighted mean integrated squared error assuming the structural function belongs to an ellipsoid linked to the
conditional expectation operator of Z given W. We propose an estimator of the structural function based on a dimension reduction and an additional
thresholding. Assuming either an i.i.d. sample of (¥,Z,W) or a sufficiently weak dependence characterized by fast decreasing mixing coefficients
it is shown that the estimator is minimax rate-optimal considering smoothness assumptions. However, the proposed estimator requires an optimal
choice of a dimension parameter depending on certain characteristics of the structural function and the conditional expectation operator of Z given
W. As these are unknown in practice, we investigate a fully data-driven choice of the tuning parameter which combines model selection and Lepskis
method. It is shown that the adaptive estimator with data-driven choice of the dimension parameter can attain the lower minimax risk bound up to
a constant.

EC1451: Tailor the estimator to data
Presenter:  Jan Amos Visek, Charles University in Prague, Czech Republic

The fact that the general proof of consistency of the Least Trimmed Squares appeared 20 years after the proposal of estimator indicated how
demanding the studies of the its asymptotics were. It was due to O - 1 objective function. Hence attempts to remove the problem, the S-estimator
(SE) and the Least Weighted Squares (LWS), depressed the influence of suspicious points smoothly, each by its way. They preserved the high
breakdown point and the scale- and regression-equivariance and allowed easier study of their asymptotics. They coped with heteroscedasticity
and increased the flexibility of estimator. Moreover, neither LWS is a special case of SE nor SE is a special case of LWS. Unifying them in the
S-weighted estimators (SWE) we have hopefully removed cons while inherited pros from both, mainly allowing even for an unbounded objective
function together with the weights tailored for given data. The asymptotics of SWE will be presented together with patterns of results of a simulation
study performed by simple algorithm.

EC1560: Jackknifed estimators for the negative binomial regression model

Presenter: Semra Turkan, Hacettepe University, Turkey

Co-authors: Gamze Ozel

The negative binomial (NB) regression is very popular in applied researches when analyzing the count data. However, multicollinearity problem
arises for the NB regression model when the independent variables are highly intercorrelated. Shrinkage estimator is a commonly applied solution
to the general problem caused by multicollinearity. Recently, the ridge regression (RR) estimators and some methods for estimating the ridge
parameter & in the NB regression have been proposed. The Jackknifed estimators are proposed to remedy the multicollinearity and reduce the bias.
A simulation study is provided to evaluate the performance of estimators. Both mean squared error (MSE) and the percentage relative error (PRE)
are considered as the performance criteria. The simulated result indicated that some of proposed Jackknifed estimators should be preferred to the
ML method and ridge estimators to reduce MSE and bias.

© CFE and CMStatistics networks. All rights reserved. 27



Saturday 12.12.2015 14:25 - 16:05 CFE-CMStatistics 2015 Parallel Session E — CFE-CMStatistics

Saturday 12.12.2015 14:25 - 16:05 Parallel Session E — CFE-CMStatistics

C0494 Room MAL B33 FORECASTING IN CENTRAL BANKS Chair: Francesco Ravazzolo

C00210: Forecasting process in Polish central bank

Presenter: Aleksandra Halka, Narodowy Bank Polski, Poland

It is acknowledged that the monetary policy must be forward-looking, as there are substantial lags between the policy makers’ actions and their
impact on the economy. That is why central banks are focused on the forecasts of the key macroeconomic variables rather than on its current values.
The aim is to disclose the features of the forecasting process and the related institutional framework at the central bank of Poland (Narodowy Bank
Polski NBP). We present the range of models used for both medium- and short-term forecasting with the emphasis on the latter ones. We point
out the role of the expert judgment in the forecasting process and the presentation of uncertainty surrounding the forecasts. We also raise the
issue of incorporation of the short-term forecasts into the medium-term projections derived from both structural NECMOD) and DSGE (SOE-PL)
models. Therefore the final forecast may be viewed as the outcome of model and expert procedures, detailed considerations of short-term shocks,
and medium-term trends. We summarize with the evaluation of the forecast’s performance, both, between models used in the bank and against the
outcomes of the external forecasts.

CO0650: Nowcasting GDP with adaptive masking and ridge regression

Presenter:  Jonas Hallgren, Royal Institute of Technology KTH, Sweden

Co-authors: Johannes Siven, Erik Alpkvist, Ard den Reijer, Timo Koski

Nowcasting refers to methods for forecasting the current state of the economy and developments in the short term. As National Accounts statistics
are published with a delay, more up-to-date indicators are used to determine the current level of GDP growth.The so-called ragged edge structure
of macroeconomic data as formed by the availability of the indicators is important. A dynamic data masking approach is proposed, in which old
data vintages are forced to dynamically adapt to the availability structure of the data at each nowcast generating moment. The adaptation is done
by masking out data, such that the remaining data historically reflect the availability structure coherent with the current nowcast occasion. We then
apply ridge regressions on the masked data to generate the nowcast. Our proposed approach thus employs both shrinkage and masking as a way
of dealing with high dimensional data. We demonstrate in a backtest on macroeconomic data with real-time vintages that our method outperforms
the dynamic factor model approach. Dynamic masking gives ease of implementation, a solid theoretical foundation, flexibility in modeling, and
encouraging results; we view it therefore as a relevant addition to the nowcasting toolbox.

CO0867: Norges Banks system for short-term forecasting of macroeconomic variables

Presenter:  Anne Sofie Jore, Norges Bank, Norway

Co-authors: Knut Are Aastveit, Francesco Ravazzolo, Claudia Foroni

Norges Banks short-term forecasts are based on a number of statistical and econometric models and judgment. A broad information set about
the economic situation is part of the analysis. No single model can provide a complete description of reality. Different models have different
properties. Theory and experience show that a weighted average of different model-based forecasts is often more accurate than forecasts provided
by individual models. Norges Bank has therefore developed a system, SAM (System for Averaging Models), for averaging forecasts for inflation
and mainland GDP provided by different models.

CO1063: Short-term forecasting inflation and GDP at the Bank of Italy

Presenter:  Antonio Conti, Universite Libre de Bruxelles, Italy

We present some of the models employed at the Economic Outlook Unit to forecast the behavior of economic activity and inflation in Italy and
in the Euro area. The range of models is pretty wide, covering bridge techniques, Bayesian VARs, Factor and Vector Error Correction Models.
After a brief survey of these models, we show some examples of forecasting procedures, focusing on both the use of coincident indicators and the
interaction with the ECB for the Narrow Inflation Projection Exercise.

CO390 Room MAL B34 MULTIVARIATE GARCH AND DYNAMIC CORRELATION MODELS Chair: Jean-David Fermanian

C00238: Dynamic correlation models based on vines: The model and applications

Presenter: Jean-David Fermanian, Ensae-Crest, France

A new method for generating dynamics of conditional correlation matrices between asset returns is developed. These correlation matrices will be
parameterized by their partial correlations, whose structure will be described by an oriented graph called “vine”. Since partial correlation processes
can be fitted and simulated separately, our approach is more parsimonious and flexible than other usual techniques, particularly the Dynamic
Conditional Correlation family. We introduce a vine-GARCH class of processes and describe a quasi-maximum likelihood estimation procedure.
We evaluate the performances of our models empirically and compare them with DCC-type specifications, through simulated experiments and by
exploiting a database of daily stock returns.

CO1275: Dynamic correlation models based on vines: Asymptotic theory

Presenter: Benjamin Poignard, ENSAE - CREST, France

Co-authors: Jean-David Fermanian

The proposed vine-GARCH dynamics are estimated by the quasi-maximum likelihood method. We prove the consistency and asymptotic normality
of the quasi-maximum likelihood estimator of the parameters obtained in a two-step procedure.

CO1286: Macroeconomic variables, long run correlation, and optimal portfolio allocation the case of DCC-type models

Presenter: Matthias Fengler, University of Sankt Gallen, Switzerland

Co-authors: Jean-David Fermanian, Hassan Malongo

We study the impact of macroeconomic variables on correlation dynamics. To this end, we suggest two DCC-type models: (i) a DCC model that
includes exogenous variables in the long-term second-order moment matrix; (ii) a regime-switching DCC model with a time-varying transition
probability matrix that depends on macro variables. Using different portfolio construction techniques, we assess the out-of-sample performance of
the models and investigate the relevance of macro-variables for optimal portfolio allocation.

CO1347: Macro-finance determinants of the long-run stockbond correlation: The DCC-MIDAS specification

Presenter: Hossein Asgharian, Lund University, Sweden

Co-authors: Charlotte Christiansen, Ai Jun Hou

We investigate long-run stockbond correlation using a model that combines the dynamic conditional correlation model with the mixed-data sampling
approach and allows long-run correlation to be affected by macro-finance factors (historical and forecasts). We use macro-finance factors related to
inflation and interest rates, illiquidity, state of the economy, and market uncertainty. Macro-finance factors, particularly their forecasts, are good at
forecasting long-run stockbond correlation. Supporting the flight-to-quality phenomenon, long-run correlation tends to be small and negative when
the economy is weak.
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CO637 Room MAL G15 NOWCASTING AND FORECASTING UNDER UNCERTAINTY II Chair: Gian Luigi Mazzi

C00290: Evaluating point and density forecasts from an estimated DSGE: The role of off-model information over the crisis

Presenter: Riccardo M Masolo, Bank of England and Centre for Macroeconomics, United Kingdom

Co-authors: Matthew Waldron, Lena Koerber, Nicholas Fawcett

The purpose is to investigate the real-time forecast performance of the Bank of Englands main DSGE model, COMPASS, before, during and after
the financial crisis with reference to statistical and judgemental benchmarks. A general finding is that COMPASS’s relative forecast performance
improves as the forecast horizon is extended (as does that of the statistical suite of forecasting models). The performance of forecasts from all three
sources deteriorates substantially following the financial crisis. The deterioration is particularly marked for the DSGE models GDP forecasts. One
possible explanation for that, and a key difference between DSGE models and judgemental forecasts, is that judgemental forecasts are implicitly
conditioned on a broader information set, including faster-moving indicators that may be particularly informative when the state of the economy
is evolving rapidly, as in periods of financial distress. Consistent with that interpretation, GDP forecasts from a version of the DSGE model
augmentedto include a survey measure of short-term GDP growth expectations are competitive with the judgemental forecasts at all horizons in the
post-crisis period. More generally, a key theme is that both the type of off-model information and the method used to apply it are key determinants
of DSGE model forecast accuracy.

CO0310: Comparing Alternative Methods of Combining Density Forecasts - with an Application to US inflation and GDP Growth
Presenter:  James Mitchell, University of Warwick, United Kingdom

Co-authors: Ana Galvao, Anthony Garratt

The performance of a wide range of alternative density forecast combination or pooling methods is explored via Monte Carlo and in an application
forecasting US output growth and inflation using a large number of macroeconomic predictors.

CO0653: A daily indicator of economic growth

Presenter:  Claudia Foroni, Norges Bank, Norway

Co-authors: Gian Luigi Mazzi, Fabrizio Venditti, Valentina Aprigliano, Massimiliano Marcellino

Alternative methods to construct a daily indicator of growth are studied. We aim for an indicator that (i) provides reliable predictions (ii) can be
easily updated at the daily frequency (iii) gives interpretable signals. Using a large panel of daily and monthly data for the Euro area we explore the
performance of three classes of models: bridge, MIDAS and UMIDAS models and different forecast combination strategies. Forecasts obtained
from UMIDAS models, combined with inverse MSE weights, best satisfy the required criteria.

CO1014: Density nowcasts of Euro area real GDP growth and pooling

Presenter: Marta Banbura, European Central Bank, Germany

Co-authors: Lorena Saiz

In contrast to combination of point forecasts, the combination of density forecasts does not necessarily lead to better accuracy compared to
individual densities. This is because the resulting combined density tends to have a higher dispersion, in particular in the linear pooling case. We
review different strategies to combine individual density forecasts from a suite of models typically used for nowcasting the Euro area real GDP
growth. The individual density now/forecasts are obtained by using Bayesian estimation combined with a simulation smoother. The individual
densities are combined using different approaches, ranging from a general non-linear pooling (i.e. beta-transform linear pooling) to linear and
logarithmic pooling, and with different weighting schemes: dynamic and static weights (e.g. optimal weights, equal weights, based on recursive
log-score and continuous ranked probability score (CRPS)).

CO478 Room MAL 421 VOLATILITY MODELING AND CORRELATION IN FINANCIAL MARKETS Chair: Giampiero Gallo

C00299: Public news flow in intraday component models model for trading activity and volatility

Presenter: Adam Clements, Queensland University of Technology, Australia

Co-authors: Joanne Fuller, Vasilios Papalexiou

There is a long history of literature examining the factors underlying the volatility of asset returns. Both news arrivals and trading activity have
been identified as having significant impacts on volatility. Models for the intraday trading activity and volatility of equity returns are proposed.
Utilising the Dynamic Conditional Score framework component models for intraday order flow and volatility are developed. In doing so, the role
of overnight and intraday news arrivals on both order flow and volatility are examined, along with the link between order flow and volatility. It is
found that along with order flow, overnight news arrivals (and their associated sentiment) are the significant driving factors of intraday volatility.
Given models for order flow, forecast of volatility are generated conditional on the forecasts of order flow and overnight news. It is found that such
an approach provides superior forecasts relative to a simple model for volatility.

C0O0696: Markov switching models with fuzzy regimes

Presenter: Giampiero Gallo, Universita di Firenze, Italy

Co-authors: Edoardo Otranto

Realized volatility of financial time series is characterized by alternating turmoil and quiet periods, suggesting to consider changes in regime with
different magnitude in the specification of the model. The question as of whether these changes should be abrupt or smooth remains open. In
a recent work we have shown that the realized kernel volatility of the S&P500 index is well represented by modifications of the Asymmetric
Multiplicative Error Models (AMEM) where a Markov Switching (MS)AMEM model with three regimes performs well in-sample, whereas a
Smooth Transition (ST)AMEM seems to have the best performance out-of-sample. We combine now the two approaches, providing a new class
of models where the parameters of a certain regime are subject to smooth transition changes. These models capture the possibility that regimes
may overlap with one another (thus we label them fuzzy). We compare the performance of these models against the MS-AMEM and ST-AMEM,
keeping the no-regime AMEM and HAR as benchmarks. The empirical application is carried out on the volatility of four US indices (S&P500,
Russell2000, Dow Jones30, Nasdaq100): the superiority of the fuzzy regime models is established on the basis of several criteria and loss functions.

CO0849: Modelling volatility dynamics of FX rates around macroeconomic news

Presenter:  Fabrizio Lillo, Scuola Normale Superiore, Italy

Co-authors: Vladimir Filimonov, Marcello Rambaldi

Financial time series are severely affected by the arrival of news and statistical modeling of volatility dynamics in such non-stationary periods is
quite challenging. We propose an econometrical framework to model the tick-by-tick dynamics of mid-quote FX rates around scheduled macroe-
conomic announcements. We build on the Hawkes point process that combines an exogenous noise with an endogenous self-exciting mechanism
due to the past price history. We extend this model with extra anticipation and reaction components to describe arrival of macro-economic releases.
‘We show that the model is able to capture an increase of trading activity after (and even before) the news, both when the news has a sizable effect
on volatility and when this effect is negligible. By considering the time of the news as a free parameter, our model can identify the exact time
when the news affects the price dynamics, fully leveraging ultra high frequency data. This method can be used to detect and measure contagion
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effects in the systems of interdependent securities (e.g. how a news on US economy affects the EUR/JPY rate) and to identify abrupt increases in
high-frequency market activity, not necessarily triggered by news, but associated with abrupt price changes or with market manipulations.

CO1177: Reduction and composite likelihood estimation of non-scalar multivariate volatility models

Presenter:  Juan-Pablo Ortega, CNRS Universite de Franche-Comte, France

Co-authors: Luc Bauwens, Lyudmila Grigoryeva

Multivariate volatility models are widely used in the description of the dynamics of time-varying asset correlations and covariances. Among the
well-known drawbacks of many of these parametric families one can name the so called curse of dimensionality and the nonlinear parameter
constraints that need to be imposed at the time of estimation and that are difficult to handle. We implement a composite likelihood (CL) estimation
method for several non-scalar DCC and DVEC model specifications. The use of the CL approach motivates the in-depth study of different model
reduction questions and the analysis of the closedness of the considered families under the reduction operation. The availability of both the QML
and CL estimation tools makes possible the empirical out-of-sample performance comparison of the non-scalar DCC and DVEC models under
study. We discuss an important estimation bias issue related to the use of covariance targeting and its impact on the empirical performance of the
considered multivariate volatility models.

CO550 Room MAL 402 PORTFOLIO SELECTION AND ASSET PRICING AND MODELLING Chair: Abderrahim Taamouti

CO0327: Parametric portfolio policies with common volatility dynamics

Presenter:  Abderrahim Taamouti, Durham University Business School, United Kingdom

A parametric portfolio policy function is considered that incorporates common stock volatility dynamics to optimally determine portfolio weights.
Reducing dimension of the traditional portfolio selection problem significantly, only a number of policy parameters corresponding to first- and
second-order characteristics are estimated based on a standard method-of-moments technique. The method, allowing for the calculation of portfolio
weight and return statistics, is illustrated with an empirical application to 30 U.S. industries to study the economic activity before and after the
recent financial crisis.

CO00328: Transformed diffusions and copulas: Identification, inference and VIX derivative pricing

Presenter: Ruijun Bu, University of Liverpool, United Kingdom

Co-authors: Kaddour Hadri, Dennis Kristensen

A new semiparametric approach is proposed for modelling continuous-time nonlinear univariate diffusions. In this approach, the observed process
is assumed to be an unknown and unspecified transformation of an underlying parametric diffusion (UPD). This modelling strategy yields a general
class of semiparametric copula-based diffusion models, where the dynamic copula is parametric and the marginal distribution is nonparametric.
This new class of diffusions can generate rich nonlinear dynamics while at the same time admit closed-form transition densities. We provide
primitive conditions for the identification of the UPD parameters together with the unknown transformation function from discrete samples. Root-n
consistent semiparametric likelihood-based estimators of the UPD parameters as well as kernel-based drift and diffusion estimators are constructed,
which are shown to be normally distributed in large samples. A simulation study investigates the finite sample performance of our estimators in the
context of modelling US short-term interest rates. Closed-form formulae for pricing VIX futures and VIX options based on our modelling approach
are also derived.

CO1024: Term structure of forward moments and predictability of asset returns

Presenter: Dennis Philip, Durham University, United Kingdom

Co-authors: Panayiotis Andreou, Anastasios Kagkadis, Abderrahim Taamouti

We rely on the recently established aggregation property of the second and third moments of returns to construct forward moments extracted from
option prices. We show that according to standard affine no-arbitrage models, the forward moments should exhibit a factor structure, while the
equity risk premium should also be an affine function of the same state variables. In light of this, we use dimensionality reduction techniques
to extract, from the forward moments, the common factors that maximize the covariance between these factors and the equity premium. We
show empirically that a small number of factors can explain the equity premium, both in-sample and out-of-sample, better than most traditional
predictors. Moreover, we document that the inclusion of forward skewness into the analysis improves the asset return predictability and thus show
that forward moments encapsulate important information about future market returns.

CCO0605: Bootstrapping reduced rank realized covariance matrices

Presenter:  Julian Williams, Durham University, United Kingdom

Co-authors: Abdullah Alshami, Prosper Dovonon, Abderrahim Taamouti

Estimating the ex-post quadratic variation of asset prices from high frequency data is an important tool in asset pricing. Recent results have derived
the asymptotic and sample characteristics for i.i.d. bootstrapping of a bi-variate covariance matrix from high frequency returns and compute critical
statistics for realized regressions. We demonstrate a bootstrap procedure for covariance matrices of dimension greater than two and implement a
test for rank-deficiency. We then apply this technique to the problem of imputing multivariate hedging ratios from the cross section of futures prices
measured at ultra-high (millisecond) time frequencies. We demonstrate the robustness of our approach to mild miss-specification and perform an
in sample analysis of the hedging efficacy against the naive long run hedge and a Multi-variate GARCH hedge estimated at the daily frequency.

CO0442 Room MAL B29 CORPORATE FINANCE Chair: Christodoulos Louca

CO0680: The influence of national culture on the capital structure of SMEs

Presenter: Ioannis Tsalavoutas, University of Glasgow, United Kingdom

Co-authors: Gillian Fairbairn, Darren Henry

Variations in entrepreneurial attitudes towards risk and control imply a link between the capital structure of SMEs and national culture. We
investigate this unexplored relationship by using two of Schwartzs latest cultural dimensions (Hierarchy and Embeddedness) and a large panel data
sample from seven countries, covering the period 2006 to 2008. Our results show that Hierarchy is negatively related to debt levels not only for the
full sample, but also across the sub-samples of micro, small and medium firms. This suggests that managers who operate in cultures where wealth,
social power, and authority are important cultural values use less debt. Embeddedness is also negatively related to debt levels of small and medium
firms. This suggests that relatively-smaller companies in cultures which inter alia value family security and self-discipline tend to use less debt.
Further testing shows that national culture can affect long-term, short-term debt, and the choice between the two differently. While the results for
Hierarchy show a consistent, negative relationship between this dimension and both types of debt, the results for Embeddedness vary depending
on the size of the firm and the duration of the debt source. Our findings contribute to prior literature by providing empirical evidence of national
cultures influence on the capital structure of SMEs through the managers behaviour towards risk and control.
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CO1018: Terrorism, emotions, and corporate policies

Presenter: Constantinos Antoniou, University of Warwick, United Kingdom

Co-authors: Alok Kumar, Anastasios Maligkris

The aim is to examine whether emotion-related biases induced by extraneous negative events affect corporate decision-making. Specifically, we
conjecture that corporate managers located near major terrorist attacks will experience negative emotions, which would induce them to adopt
more conservative corporate policies. Consistent with our conjecture, we demonstrate that firms located near terrorist events increase their cash
holdings, and reduce their R&D expenditure and their long-term leverage around the events. These effects are temporary, become weaker as the
distance between the firm and the event location increases, and are mainly concentrated among firms managed by younger CEO. Using multiple
media proxies to capture the saliency of negative events, we also find that events with greater media exposure are associated with larger changes in
corporate policies.

CO0985: On stock returns and default risk: New international evidence

Presenter:  Alexandros Kostakis, Manchester Business School, United Kingdom

A unique dataset is constructed with bankruptcy filings for a large sample of non-U.S. firms in 14 developed markets which sheds new light
on the cross-sectional relation between default risk and stock returns. Using a flexible approach to estimate default risk probabilities, we offer
conclusive evidence supporting the existence of an economically and statistically significant positive default risk premium in international markets.
This finding is robust to different portfolio weighting schemes, data filters, sample periods, and holding period definitions, and it holds using both
in-sample estimates of default probabilities during the 1992-2010 period and out-of sample estimates during the 2000-2010 period. We also show
that the magnitude of the default risk premium is contingent upon several firm characteristics.

CO1491: CEO career horizon and stock price crashes

Presenter:  Christodoulos Louca, Cyprus University of Technology, Cyprus

Co-authors: Andreas Petrou, Panayiotis Andreou

Prior studies focus on the effects of firm-level factors that relate to stock price crashes and ignore CEO characteristics. The aim is to fill this gap
in the literature by providing evidence that firms managed by CEOs with longer career horizon experience more stock price crashes, including
crashes caused by revelation of negative news coming from breaks in positive earnings strings. Further, this relation is heightened in the presence
of managerial discretion as captured by either CEO duality or a diversified organizational structure. Overall, the findings suggest that incentives to
hoard negative information arise from CEO career horizon and create agency problems that lead subsequently to stock price crashes. In addition,
they raise important considerations for managerial discretion, and more broadly corporate governance system, at various stages of CEO career
horizon.

CO530 Room MAL 414 TOPICS IN TIME SERIES AND PANEL DATA ECONOMETRICS Chair: Martin Wagner

CO0728: Cointegrating multivariate polynomial regressions: Fully modified OLS estimation and inference

Presenter:  Oliver Stypka, TU Dortmund, Germany

Co-authors: Martin Wagner

A fully modified OLS (FM-OLS) estimator is developed for cointegrating multivariate polynomial regressions, i.e., regressions that include as
explanatory variables deterministic variables, integrated processes and products of non-negative integer powers of the integrated processes. The
stationary errors are allowed to be serially correlated and the regressors are allowed to be endogenous. The FM-OLS estimator is extended from
cointegrating polynomial regressions to cointegrating multivariate polynomial regressions, with the difference being the inclusion of cross-products
of powers of the integrated processes, which overcomes the additive separability restriction typically used in nonlinear cointegration analysis for
the polynomial case. The FM-OLS estimator has a zero-mean Gaussian mixture limiting distribution that allows for standard asymptotic inference.
In addition to hypothesis testing on the parameters also Wald and LM specification tests are derived, as well as a KPSS-type test for cointegration.
The theoretical analysis is complemented by a simulation study. Since the developed estimator immediately leads to a RESET-type specification
test, we also compare in the simulation section the performance of our FM-OLS RESET test with the more restrictive RESET-type tests as well as
the integrated modified OLS.

CO0930: Large initial values and time series tests of the convergence hypothesis

Presenter: Michael Scholz, University of Graz, Austria

Co-authors: Martin Wagner

Time-series based tests of the convergence hypothesis have been widely used in applied macroeconomics for over two decades. The occurrence of
large initial conditions and their consequences for the asymptotic behavior of standard unit-root tests like the Augmented-Dickey-Fuller (ADF) test
were ignored so far in the empirical growth literature. The ADF test is analyzed in the presence of large initial values and derives the asymptotic
behavior in the stationary, the unit-root, and the near integrated case. In a finite sample simulation study we find that the limiting distributions
with the initial value component are well approximated by the theoretical results but differ dramatically from standard ADF distributions. As a
consequence, we observe severe size and power distortions of the standard ADF test causing to many rejections of the convergence hypothesis. The
economic implications of these findings are demonstrated in an application using output series from the Penn World Tables over 1950-2011.

CO1226: Integrated modified OLS estimation of spatially correlated cointegrated systems

Presenter: Leopold Soegner, Institute for Advanced Studies, Austria

Co-authors: Timothy Vogelsang, Martin Wagner

‘We consider a panel of cointegrating regressions linked by a spatial lag. As is usual in the cointegration literature we allow for regressor endogeneity,
error serial correlation and the presence of deterministic trend components. In addition we allow for cross-sectional dependence via two channels:
First, we allow the errors to be cross-sectionally correlated. Second, of course, cross-sectional dependence occurs through a spatial lag of the
dependent variables entering the cointegrating relationships. The integrated modified OLS estimator is extended from the single equation setting to
our setting of cross-sectionally spatially correlated cointegrating regressions. We also consider fixed-b inference in this setting.

CO1427: Estimator averaging for improving efficiency

Presenter: Hanno Reuvers, Maastricht University, Netherlands

There are usually several estimators available to estimate the parameters of a statistical model. The requirement of these parameter estimates to be
consistent does not limit the possibilities much further. Frequently, the next criterion to discriminate between the estimators is their efficiency, say
the mean squared error. An important question to ask is whether there is an estimator which dominates the others in terms of efficiency, regardless
of the parameters in the true DGP and regardless of the distributional assumptions on the error term. If such an estimator does not exist, then
one might consider using several estimators and combining them into a final estimate. We suggest a weighted estimator in which the weights are
chosen based on the minimization of the asymptotic mean squared error. As possible applications of our method we discuss estimator averaging
in regression models and (vector) autoregressions. Monte Carlo simulations show that the resulting estimator outperforms the single estimates in
large areas of the parameter space.
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CO588 Room MAL B20 NEW BAYESIAN METHODS AND ECONOMETRIC APPLICATIONS Chair: Michael Smith

CO0917: The Poisson gamma belief network

Presenter: Mingyuan Zhou, University of Texas at Austin, United States

Co-authors: Yulai Cong, Bo Chen

A key issue in deep learning is to define an appropriate network structure, including both the depth of the network and the width of each hidden layer,
which may be naturally addressed with completely random measures. We propose the Poisson gamma belief network (PGBN), which factorizes
each of its layers into the product of a connection weight matrix and the nonnegative real hidden units of the next layer, to infer a multilayer
representation of high-dimensional count vectors. We use the gamma-negative binomial process together with a layer-wise training strategy to infer
the network structure, allowing the width of each hidden layer to grow without bound. We further demonstrate that with a fixed budget on the width
of the first layer, the PGBN can increase its number of hidden layers to boost its performance. We propose an efficient upward-downward Gibbs
sampler to jointly train all the hidden layers of the PGBN, with example results on text analysis illustrating its efficacy and unique properties.

CO0597: Shape-constrained nonparametric high-dimensional function estimation using Bayesian additive regression trees

Presenter:  Tom Shively, University of Texas at Austin, United States

Co-authors: Hugh Chipman, Edward George, Robert McCulloch

Bayesian additive regression tree (BART) models are a flexible method for nonparametrically estimating a high-dimensional function. We show
how to extend BART models to incorporate shape constraints such as monotonicity. Such constraints arise naturally in many disciplines. For
example, economic theory states that demand for a product is a monotonically decreasing function of its own price and a monotonically increasing
function of its competitors prices. The imposition of shape constraints often results in much better function estimates than unconstrained methods
provide. The stochastic search method we use to find promising BART models is different from the one used for unconstrained models because it
is no longer possible to integrate out the function values at each node in a constrained model. In particular, decisions to split or collapse terminal
nodes are made by conditioning on the function values at all other nodes. Also, new terminal node function values are generated individually or in
pairs subject to the shape constraint. We show via simulation that for a wide range of high-dimensional functions the resulting constrained function
estimates have good properties and are often a considerable improvement over unconstrained estimates.

CO0850: Dynamic quantile function models

Presenter: Richard Gerlach, University of Sydney, Australia

Co-authors: Wilson Ye Chen, Gareth Peters, Scott Sisson

Modelling the time-varying distributions of financial returns has been an interest to many authors in recent decades. The increasing availability of
high-frequency data has presented new challenges, namely, effectively making use of the noisy information contained in the intra-daily observations
at a reasonable computational cost. Borrowing ideas from symbolic data analysis (SDA), we consider data representations beyond scalars and
vectors. Specifically, we consider a quantile function as an observation, and propose a class of dynamic models for quantile-function-valued time
series. Direct modelling of quantile functions can be more convenient in applications where the quantity of interest is a quantile. We present a
method whereby a likelihood function can be defined for quantile function-valued data, and develop an MCMC algorithm for simulating from the
posterior distribution. In the empirical study, we model the time series of quantile functions of high frequency financial returns, and demostrate
the usefulness of our method by forecasting one-step-ahead the extreme quantiles of intra-daily returns. Furthermore, through a simple empirical
scaling rule, we are able to forecast one-step-ahead the Value-at-Risk of daily returns.

CO0846: Econometric modeling of regional electricity spot prices in the Australian market

Presenter: Michael Smith, University of Melbourne, Australia

Wholesale electricity markets are increasingly integrated via high voltage interconnectors, and inter-regional trade in electricity is growing. To
model this, we employ a spatial equilibrium model of price formation, where constraints on inter-regional flows result in three distinct equilibria
in prices. We use this to motivate an econometric model for the distribution of observed electricity spot prices that captures many of their unique
empirical characteristics. The econometric model features supply and inter-regional trade cost functions, which are estimated using Bayesian
monotonic regression smoothing methodology. A copula multivariate time series model is employed to capture additional dependence in regional
prices. The model has the advantage of preserving the heavy right-hand tail in the predictive densities of price. We fit the model to hourly spot
price data in the five interconnected regions of the Australian national electricity market. The fitted model is then used to measure how both supply
and price shocks in one region are transmitted to the distribution of prices in all regions in subsequent periods.

CO444 Room MAL B36 APPLIED FINANCIAL ECONOMETRICS Chair: Richard Luger

CO0958: Linear two-stage-least-squares estimators for GARCH processes

Presenter: Todd Prono, American University, United States

It is shown how standard, two stage least squares (TSLS) techniques apply to GARCH(p,1) model estimation. The instruments are first-order
lags, which are valid in the usual sense so long as the series being modeled displays skewness and that skewness does not link to a leverage effect
in the conditional variance. These TSLS estimators are shown to be strongly consistent and to weakly converge in distribution to stable, though
infinite variance, mixtures of Poisson and point processes. Both consistency and distributional convergence only require (slightly stronger than)
third moment existence; a theoretical requirement that is both in line with empirical findings that support well-defined third moments of many
financial time series like equity and FX returns and is decidedly weaker than the necessary moment-existence criterion underlying standard root-
T asymptotics. A Monte Carlo study is conducted in order to assess, for instance, the optimal size of the instrument vector, recognizing that many
instruments are available. The estimators are also applied to intra-day spot returns on the Japanese Yen, Euro, and Swiss Franc in order to gauge
both in-sample fit as well as out-of-sample forecasting power. Benchmarking these results is the familiar (and popular) quasi maximum likelihood
estimator.

CO0973: The macroeconomic drivers of bond market risk

Presenter: Gregory Bauer, Bank of Canada, Canada

We use the matrix-logarithm model of the covariance matrix to estimate time variation in the realized quarterly covariance matric of bond market
volatility. The matrix is generated from a new data set of daily Government of Canada bond yields starting in 1936, which, to the best of our
knowledge, is the longest daily bond series available. The model uses latent factors which are functions of both lagged volatility and macroeconomic
fundamentals. We explore how time variation in the structure of the Phillips curve drives different risk factors.

C00928: Affine term structure modes with observable volatility
Presenter:  Antonio Diez de los Rios, Bank of Canada, Canada

A new class of tractable affine term structure models is introduced in which (i) bond yields are driven by a low dimensional structure, (ii) bond
yields display conditional heteroskedasticity, (iii) bond market volatility and bond yields can move independently (unspanned volatility), and (iv) we
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allow for the covariance of the factors to change signs. In this model, the pricing factors are observable portfolios of yields and their corresponding
realized covariances which allow us to avoid non-linear filtering methods, thus greatly easing its estimation.

CO1083: Markov-switching quantile autoregression: A Gibbs sampling approach

Presenter: Richard Luger, Laval University, Canada

Co-authors: Xiaochun Liu

We extend the class of linear quantile autoregression models by allowing for Markov-switching effects in the location of the conditional quantiles.
We also propose a Gibbs sampling algorithm for posterior inference by using data augmentation and a location-scale mixture representation of
the asymmetric Laplace distribution. An estimate of the marginal likelihood is available as a by-product of the procedure, since all complete
conditional densities used in the Gibbs sampler have closed-form expressions. We use the marginal likelihood estimates across different probability
levels to determine the order of a stepwise re-estimation procedure which solves the well-known quantile crossing problem. Our method to enforce
non-crossing quantiles can be applied in any quantile regression model with endogenous or exogenous covariates, and whether Markov-switching
effects are allowed for or not.

CO514 Room MAL B35 ECONOMETRIC CHALLENGES IN RISK MANAGEMENT Chair: Laura Spierdijk

CO0407: Chain ladders with incomplete observations

Presenter: Ruud Koning, University of Groningen, Netherlands

Chain ladders have been used to determine reserves for paying claims that take a long time to process. How much money do we need to reserve
for next year to cover losses incurred in this year? In recent literature, payments patterns are considered to be random, and relevant models have
been formulated as Generalised Linear Models. Development patterns have been modelled by a negative binomial distribution. However, usually
datasets used to estimate the parameters of these GLM distributions are small, and partially incomplete. It may be helpful to incorporate covariates
to model the development pattern at the claim level, and determine reserves by aggregating over claims. This approach is not directly applicable if
some of the observations are incomplete. We propose an extension to this approach that does allow for incompletely observed covariates. Also, we
discuss some methodology needed to estimate the statistical uncertainty associated with this approach.

CO0433: Dynamic estimation of substitution elasticies with an application to US banks

Presenter: Laura Spierdijk, University of Groningen, Netherlands

Co-authors: Laura Spierdijk, Sherrill Shaffer, Tim Considine

Substitution elasticities quantify the extent to which the demand for inputs responds to changes in input prices. They are considered particularly
relevant from the perspective of cost and risk management. Changes in firms’ substitution elasticities have typically been associated with behavioral
shifts in response to economic and regulatory changes. We show how a dynamic logit demand (DLD) system can be used to estimate short-run
and long-run substitution elasticities, as well as the speed at which input price changes are incorporated in the demand for inputs (known as the
lag time). In contrast to the existing literature, our approach does not make a priori assumptions about the variable or quasi- fixed nature of input
factors. We illustrate the approach in an empirical application that analyzes US commercial banks’ substitution elasticities and lag times before
and after the onset of the crisis. We conclude that a dynamic approach is crucial to accurately capture the drop in input factor substitutability after
the crisis.

CO0638: Micro-level stochastic loss reserving models fortime-discrete data

Presenter: Katrien Antonio, University of Amsterdam and KU Leuven, Netherlands

Co-authors: Els Godecharle, Robin Van Oirbeek

The focus is on the development of future cash flows for outstanding insurance claims. We develop a model on a claim-by-claim basis using
time discrete data, leading to the construction of so-called micro-level stochastic loss reserving models. To this end, a multiple state framework
is proposed, such that the claim development process can be reconstructed as a series of transitions between a given set of states. The transition
probabilities between the latter states are modeled by means of aproportional odds model, hereby allowing the transition probabilities to depend on,
if necessary, time-varying covariates. For each payment in the claim development process, we model its claim size distribution using an approach
based on splicing: the respective claim size distribution is divided in different slices and by means of a multinomial distribution the probability
is determined that the payment corresponding to a certain claim pertains to the slice of interest. The different slices themselves are modeled by
means of truncated gamlss models and the best fitting truncated distribution is determined from the large library of the gamlss error distributions by
means of the Akaike Information Criterion (AIC). The multinomial distribution and the truncated gamlss distributions of all slices are all allowed
to depend on time-varying covariates.

CO1580: Term structure extrapolation and asymptotic forward rates

Presenter: Michel Vellekoop, University of Amsterdam, Netherlands

We investigate different inter- and extrapolation methods for term structures under different constraints in order to generate market-consistent
estimates which describe the asymptotic behavior of forward rates. Our starting point is the method proposed by Smith and Wilson, which is used
by the European insurance supervisor EIOPA to generate forward curves which converge to an a priori given constant. We use the characterization
of the Smith-Wilson class of interpolating functions as the solution to a functional optimization problem to extend their approach in such a way that
forward rates will converge to a value which is not given a priori, but an outcome of the optimization process. Precise conditions are stated which
guarantee that the optimization problems involved are well-posed on appropriately chosen function spaces. As a result, a well- defined optimal
asymptotic forward rate can be derived directly from prices and cashflows of traded instruments. This allows practitioners to use raw market data
to extract information about long term forward rates, as we will show in a study which analyzes historical EURIBOR swap data.

CGO017 Room MAL 539 CONTRIBUTIONS ON BAYESIAN METHODS IN ECONOMICS AND FINANCE Chair: Jonathan Stroud

CC1426: A statistical approach to sequential portfolio optimization with multi-step forecasting

Presenter: Kaoru Irie, Duke University, United States

Co-authors: Mike West

In the context of sequential forecasting and portfolio optimization, we introduce a novel approach to Bayesian analysis based on mapping a
specified loss function minimization problem to that of finding the mode of a posterior distribution in a synthetic statistical model. Computational
methods for exploring distributions can then be applied to solve the original optimization problem. We do this in the context of novel portfolio
utility functions that extend traditional Markowitz-type methods to multiple-step ahead investments with explicit penalties for transaction costs.
Various forms introduced and explored include sparsity-inducing penalties on portfolio turnover and asymmetric penalties on the deviation from
the target return, which yield interesting classes of synthetic statistical models of state-space forms with non-Gaussian structure. The resulting
computational problems are addressed using combinations of EM methods, MCMC and analytic filtering and smoothing. Significant practical
benefits in application to financial portfolio are realized in applied studies of FX, commodity and stock index time series, based on sequential
forecasting using customized dynamic dependency network models.
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CC1519: Learning about informed trading risk through the dynamic volume - spread relationship

Presenter: Samuel Dua Oduro, University of Kent, United Kingdom

Co-authors: Jim Griffin, Jaideep Oberoi

[lliquidity caused by some investors trading on their information advantage (informed trading) has been a subject of market microstructure research
in the last few decades. Researchers have employed information-based models that use observed or inferred order flow to investigate this problem.
However, these studies provide static estimates of the effect of informed trading on liquidity. Varied evidence of relationship between volume,
bid-ask spread and volatility has been documented in the extant literature. In particular, theory suggests that bid-ask spread and volume are jointly
driven by investors’ valuation of the asset. The complex relationship between these variables are time variant, since the informed trading component
of order flow changes as trading takes place. Thus, volume and bid-ask spread may provide insight on the time-varying composition of economic
agents trading an asset. By modelling the joint relationship between volume and bid-ask spread dynamically in a state space model, we decompose
volume into two components with corresponding effects on bid-ask spread. The structure of the model and estimation methodology enhances the
sequential processing and incorporation of past volume and bid-ask spread as conditioning information. Results obtained from the model applied
to two NYSE traded assets, IBM and Ashland Oil are presented.

CC1658: IMF programs and sensitivity to external shocks: A Bayesian VAR approach

Presenter: Mirela Sorina Miescu, Queen Mary University of London, United Kingdom

The aim is to assess whether participation into IMF programs significantly diminishes the vulnerability to external shocks. Nowadays, one of the
primary purposes of the IMF is to insure global stability, giving advice to member countries on the financial and economic policies that promote
stability, help avoiding crises and smooth the adjustment to external shocks. Employing a Bayesian VAR model to obtain a measure for the
exposure to external shocks, we close our analysis with an Instrumental Variable approach and we show that participation in the IMF arrangements
significantly diminishes the sensitivity to exogenous shocks. Despite the many critics concerning the effects of the IMF loans on the recipient
country economy, our results provide evidence that the the Fund is efficient in helping member countries to build a strong economic resilience.
These results are of considerable interest in a context where shocks and crises have become a systemic feature of the global economy affecting both
developed and developing countries.

CC1443: Forecasting performance of Bayesian DCS models using asymmetric conditional distributions

Presenter: Blazej Mazur, Cracow University of Economics, Poland

The objective is to examine predictive performance of univariate Bayesian dynamic conditional score models (or generalized autoregressive score
models) based on conditional sampling distributions allowing for flexible asymmetry modelling. Distributions with at least two parameters that
control asymmetry are considered flexible, implying potentially different asymmetry pattern around mode and in tails. The distributions are
obtained by the two-piece method, including ¢ —distribution with different degrees of freedom in each tail. DCS-type dynamics is often assumed
for conditional location or dispersion parameters, a potential gain from considering time-varying conditional asymmetry is considered. It implies
time-varying asymmetry of the predictive distribution. DCS-type specifications offer numerical advantages over models with latent processes
within recursive prediction setup. Bayesian inference is used since it does not require parametric restrictions ensuring asymptotic normality of
the ML estimator. Empirical applications involve monthly/quarterly macroeconomic data (inflation) and daily series of financial returns. Out-of-
sample (density) predictive properties of different specifications are compared using log-score and CRPS criteria, PITs are informally examined.
Differences regarding inference on deflation probability (macro) and risk measures (VaR and ES for financial data) are discussed.

CG375 Room MAL 415 CONTRIBUTIONS ON NON-STARIONARITY AND NON-LINEARITY Chair: Bent Nielsen

CC1510: Cumulated sum of squares statistics for non-linear and non-stationary regressions

Presenter:  Vanessa Berenguer Rico, University of Oxford, United Kingdom

Co-authors: Bent Nielsen

We show that the cumulated sum of squares test has a standard Brownian bridge-type asymptotic distribution in non-linear regression models
with non-stationary regressors. This contrasts with cumulated sum tests which have been studied previously and where the asymptotic distribution
involves nuisance quantities. Through simulation we show that the power is comparable in a wide range of situations.

CC1098: Singular spectrum analysis based neural network for crude oil price forecasting

Presenter: Milan Csaba Badics, Corvinus University of Budapest, Hungary

Prediction of crude oil price movement is regarded as one of the most challenging tasks of time series forecasting since oil prices are noisy,
non-stationary and nonlinear. Due to the fact that crude oil price series are affected by a variety of factors, traditional statistics-based forecasting
approaches fail to produce good prediction performance. For solving these problems, a new composite model forecasting the world crude oil spot
price value, based on the combination of a singular spectrum analysis (SSA) and a standard neural network (ANN), is presented. For this purpose,
the original crude oil spot price series was first decomposed into terms of the trend, the market fluctuations and the noise. Then a three-layer
feedforward neural network was developed to forecast these components (except noise) 1 day ahead. Finally the final forecast results of crude
oil price were calculated with summation of each forecast components. The proposed approach first utilizes the advantage of SSA for crude oil
price time series. For verification purpose, two main crude oil price series, WTI and Brent, were used to test the effectiveness of the proposed
methodology. Empirical results demonstrate that the SSA-ANN method has a strong forecasting capability for crude oil prices and outweighs the
forecasts in accuracy of both the EMD-ANN and the ANN model with non-filtered forecasting variables in terms of mean square errors (MSE) and
directional accuracy (DA).

CC1475: Nonlinear leverage effects in asset returns: Evidence from the U.S. and Japanese stock markets

Presenter: Teruo Nakatsuma, Keio University, Japan

Co-authors: Kenichiro McAlinn, Asahi Ushio

The leverage effect in asset returns is the main focus. In the literature of financial econometrics, the term leverage effect refers to a stylized fact
that a decline in the asset value will tend to increase the future volatility of the asset return. In the context of the stochastic volatility (SV) model,
the leverage effect is often expressed as a negative linear relationship between the present asset return and the future log volatility. We propose
to relax this linearity by approximating a nonlinear relationship between the asset return and the log volatility with a Hermite polynomial. We
also developed a particle filtering method to estimate the proposed SV model with nonlinear leverage effects. To examine whether any nonlinear
leverage effects exist in the stock markets, we estimated SV models with nonlinear leverage effects for stocks included in S&P 500, the NASDAQ
composite index or the Nikkei 225 index. We chose the most appropriate order of the Hermite polynomial for each stock with the marginal
likelihood. The empirical results strongly support the nonlinearity of the leverage effect for many stocks. They also suggest that the orders of
Hermite polynomials possibly differ across markets as well as segments of stocks.

34 © CFE and CMStatistics networks. All rights reserved.



Saturday 12.12.2015 14:25 - 16:05 CFE-CMStatistics 2015 Parallel Session E — CFE-CMStatistics

CC1290: A tractable framework for analyzing a class of nonstationary Markov models

Presenter: Inna Tsener, University of the Balearic Islands, Spain

Co-authors: Serguei Maliar, John Taylor , Lilia Maliar

We study a class of infinite-horizon nonlinear dynamic economic models in which preferences, technology and laws of motion for exogenous
variables can change over time either deterministically or stochastically, according to a Markov process with time-varying transition probabilities,
or both. The studied models are nonstationary in the sense that the decision and value functions are time-dependent, and they cannot be generally
solved by conventional solution methods. We introduce a quantitative framework, called extended function path (EFP), for calibrating, solving,
simulating and estimating such models. We apply EFP to analyze a collection of challenging applications that do not admit stationary Markov
equilibria, including growth models with anticipated parameters shifts and drifts, unbalanced growth under capital augmenting technological
progress, anticipated regime switches, deterministically time-varying volatility and seasonal fluctuations. Also, we show an example of estimation
and calibration of parameters in an unbalanced growth model using data on the U.S. economy. Examples of MATLAB code are provided.

E0160 Room Court BAYESIAN ANALYSIS OF MISSING DATA AND LONGITUDINAL DATA Chair: Jaeyong Lee

EO0200: Bayesian pattern mixture models for the analysis of repeated attempt designs

Presenter: Michael Daniels, University of Texas at Austin, United States

It is not uncommon in follow-up studies to make multiple attempts to collect a measurement after baseline. Recording whether these attempts are
successful or not provides useful information for the purposes of assessing the missing at random (MAR) assumption and facilitating missing not at
random (MNAR) modeling. This is because measurements from subjects who provide this data after multiple failed attempts may differ from those
who provide the measurement after fewer attempts. This type of ‘continuum of resistance’ to providing a measurement has hitherto been modeled
in a selection model framework, where the outcome data is modeled jointly with the success or failure of the attempts given these outcomes. We
present a Bayesian pattern mixture approach to model this type of data. We re-analyze the repeated attempt data from a trial that was previously
analyzed using a selection model approach. Our pattern mixture model is more flexible and transparent than the models that have previously been
used to model repeated attempt data and allows for sensitivity analysis and informative priors.

EO1243: Bayesian latent pattern mixture models for handling attrition in panel studies with refreshment samples

Presenter:  Yajuan Si, University of Wisconsin-Madison, United States

Co-authors: Jerome Reiter, Sunshine Hillygus

Many panel studies collect refreshment samples-new, randomly sampled respondents who complete the questionnaire at the same time as a sub-
sequent wave of the panel. With appropriate modeling, these samples can be leveraged to correct inferences for biases caused by non-ignorable
attrition. We present such a model when the panel includes many categorical survey variables. The model relies on a Bayesian latent pattern
mixture model, in which an indicator for attrition and the survey variables are modeled jointly via a latent class model. We allow the multinomial
probabilities within classes to depend on the attrition indicator, which offers additional flexibility over standard applications of latent class models.
We present results of simulation studies that illustrate the benefits of this flexibility. We apply the model to correct attrition bias in an analysis of
data from the 2007-2008 Associated Press/Yahoo News election panel study.

EO1271: A sensitivity analysis model for longitudinal data with nonignorable intermittent missingness

Presenter: Chenguang Wang, Johns Hopkins University, United States

Missingness in longitudinal studies could be monotone (dropout) or intermittent. Despite the broad discussion of monotone missing data analysis
methods, handling non-ignorable intermittent missing data is methodologically and computationally challenging and, as a result, statistics literature
is relatively limited. Typical multiple imputation approaches do not assume that the imputation model is compatible with the inference model, which
has been termed “uncongenial”. We propose an innovative approach to first model the observed response and missingness data with Bayesian non-
parametric models. We then introduce sensitivity parameters to identify the full data model. As an example, we apply the proposed approach to a
sleep drug clinical trial.

EOO0151: Analysis of longitudinal ordinal data with general random effects covariance matrix

Presenter: Keunbaik Lee, Sungkyunkwan University, Korea, South

Co-authors: Jiyeong Kim

To analyze the longitudinal categorical data, we typically use generalized linear mixed models (GLMMs). In the models, the random effects co-
variance matrix is used to demonstrate both the subject-specific and time variations, and the covariance matrix may also be heterogenous. However,
the structure of the covariance matrix is assumed to be homogeneous and restricted because of the high dimension and the positive definiteness
of the matrix. To release these assumptions two Cholesky decomposition methods were proposed in linear mixed models: the modified Cholesky
(Pourahmadi, 1999) and the moving average Cholesky (Zhang and Leng, 2012) decompositions. In this paper we propose a cumulative logit
random effects model with heterogeneous random effects covariance matrix for longitudinal ordinal data. We also exploit the two decompositions
to model the random effects covariance matrix, and compare estimated parameters using the two decompositions. Methods are illustrated with a
lung cancer data set.

EO100 Room Senate ADVANCES IN ROBUST DATA ANALYSIS Chair: Alfonso Gordaliza

EO0227: A spatial influence function and local outliers: Applications with geographical information systems

Presenter:  Alfonso Garcia-Perez, UNED, Spain

Co-authors: Yolanda Cabrero-Ortega

An outlier is usually considered as an observation well separated from the majority of the data. If we add the spatial coordinates to the observations
we show in a couple of examples that apparent outliers are not outliers in fact and, conversely, outliers appear where, apparently, there were none.
After motivating the need of using geographical coordinates of the observations, we define a Spatial Influence Function as a very useful tool to
detect local (spatial) outliers and study its main properties. The definition involves, in practice, a classical GAM fit. Local outliers are observations
that differ from their neighbors. We consider that these differences must be understood with respect to a robust GAM, i.e., the difference between
the observed value and the predicted one, indicates the extent to which the observed data is consistent with its neighbor. Georeferenced residuals
will determine areas of local outliers. The exploration of these zones in finding local outliers will be done with the help of QGIS, a Geographical
Information System that interacts with R. We apply these ideas to several examples.

EO1002: Highly robust and efficient negative binomial regression

Presenter:  Alfio Marazzi, University of Lausanne, Switzerland

Co-authors: Michael Amiguet, Victor Yohai

We consider the regression model Y[x ~ F(y) o, Where Fy q is the negative binomial distribution with u(x) = E(Y |x) = h(BTx) and dispersion ci; x
is a covariate vector, 3 a vector of coefficients, / a link function. Given a sample (y;,x;), we are looking for highly robust and efficient estimators of
[ and a based on three steps. In the first step the maximum rank correlation estimator is used to consistently estimate the slopes up to a scale factor.
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The scale factor, the intercept, and the dispersion parameter are consistently estimated using a combination of M-estimates. In the second step,
outliers are identified observing that, if ; is uniformly distributed, then the tail probabilities F#<xi)v(x(y,-) —u; f;,(xi)y(x(y,’) are uniformly distributed
(fu,0. 1s the density of F, o). For the final step, an adaptation of the adaptively truncated maximum likelihood regression estimate is used.

EO1203: Robust switching models and fuzzy clustering: A robust approach based on trimming

Presenter: Francesco Dotto, Sapienza - University of Rome, Italy

Co-authors: Alessio Farcomeni, Luis Angel Garcia-Escudero, Agustin Mayo-Iscar

We propose a robust switching regression model based on fuzzy clustering. We efficiently estimate the underlying linear relationships between a
dependent variable and a set of predictors in each cluster. Estimation is based on an iterative trimming procedure. During each iteration we trim
the observations with largest current regression error, and the remaining are used to estimate the parameters of the linear model within each cluster.
Fuzzy weights computation is based on the current cluster-specific residuals. A constraint on the relative variability of the residuals protects against
the occurrence of spurious maximizers of the objective function. The procedure is robust to Tukey-Huber contamination and the use of fuzzy
weights allows to recover the underlying linear structures even with moderate cluster overlap.

EO1676: Tools for simulating and contaminating clustering data

Presenter:  Domenico Perrotta, EC - Joint Research Centre, Italy

Co-authors: Marco Riani, Andrea Cerioli, Francesca Torti

Flexible generation methods for data, outliers and noise are necessary to evaluate the performance of clustering algorithms. MixSim is a framework
which simulates data from normal mixture distributions on the basis of pre-specified synthesis statistics on an overlap measure, defined as sum of
pairwise misclassification probabilities. We have extended MixSim to control additional overlapping statistics and departures from homogeneity
and sphericity among groups. The output is a more flexible data generation framework, to better address modern robust clustering scenarios. We
have studied the properties and the implications that this new way of simulating clustering data entails in terms of coverage of space, goodness of
fit to theoretical distributions, and degree of convergence to nominal values. Everything is addressed in the multivariate and regression contexts, the
latter being an extension that we made to also simulate mixtures of regression structures. The traditional and new MixSim features can be tested
using our MATLAB implementation of the framework, perfectly integrated in our FSDA toolbox together with state of the art robust clustering
algorithms and principled routines for their evaluation and calibration. A spin off of our work is a general complex routine, ported from C language
to MATLAB, to compute the distribution function of a mixture of non central 2 random variables which is at the core of MixSim and has its own
interest for many test statistics.

EO0048 Room CLO 306 STATISTICS FOR GENOMICS Chair: Christophe Ambroise

EO00270: DINGO: Differential network analysis in genomics

Presenter:  Kim-Anh Do, University of Texas MD Anderson Cancer Center, United States

The aim is to propose a differential network analysis in genomics (DINGO) model for estimating group-specific networks as well as making
inference on the differential networks. DINGO jointly estimates the group-specific conditional dependencies by decomposing them into a global
and group-specific components. The delineation of these components allows a more refined picture of major driver and passenger events in the
elucidation of cancer progression and development. We highlight the performance of this model through simulations and application to The Cancer
Genome Atlas (TCGA) glioblastoma data.

EOO0714: Transcriptional landscape reconstruction from high-throughput sequencing count data via state space models

Presenter: Pierre Nicolas, INRA, France

Co-authors: Bogdan Mirauta, Hugues Richard

The most common RNA-Seq strategy consists of random shearing, amplification, and high-throughput sequencing, of the RNA fraction. Methods
to analyze transcription level variations along the genome from the read count profiles generated by this global RNA-Seq protocol are needed. We
developed statistical approaches to estimate the local transcription levels and to identify transcript borders along the genome. Our transcriptional
landscape reconstruction relies on a state-space model to describe transcription level variations in terms of abrupt shifts and more progressive
drifts. A new emission model is introduced to capture not only the read count variance inside a transcript but also its short-range autocorrelation
and the fraction of positions with zero-counts. The estimation relies on a Markov-Chain Monte Carlo approach involving a Sequential Monte Carlo
algorithm, the Particle Gibbs.

EO0734: Bayesian variable selection for binary outcomes in high dimensional settings

Presenter:  'Wenyi Wang, The University of Texas MD Anderson Cancer Center, United States

Co-authors: Amir Nikooienejad, Valen Johnson

One of the important areas of high dimensional data analysis is variable selection where one might want to find the most contributing variables
among the myriad of them. This important problem becomes more difficult when the number of observations is much less than the number of
variables. For instance, in bioinformatics and in cancer genomics research where thousands of genes play the role of covariates with a small number
of samples. During the past decade, many methods have been proposed such as ISIS and Adaptive LASSO. Recently it has been proposed to use
non-local prior densities on Bayesian model parameters and showed it outperforms the commonly used penalized likelihood methods for continuous
outcomes. We utilize these newly proposed non-local priors and introduce a new Bayesian method of variable selection named MOMLogit for the
binary outcomes. We have tested this algorithm on simulation data, and demonstrated it performs well under different parameter settings. As our
method outperforms the ISIS methods under common conditions, we expect our method to have a significant impact on related applications such
as in bioinformatics and computational biology.

EO1265: Fast tree inference with weighted fusion penalties

Presenter:  Guillem Rigaill, Universite Evry, France

Given a data set with many features observed in a large number of conditions, it is desirable to aggregate conditions which are similar to ease
the interpretation and extract the main characteristics of the data. A fusion penalty framework is presented to address this question when the
number of conditions is large. If the fusion penalty is encoded by an I;,—norm, we prove for uniform weights that the path of solutions is a tree.
For the /; — norm the path is piecewise linear and we derive a homotopy algorithm to recover exactly the whole tree structure. For weighted
/1 —fusion penalties, we demonstrate that distance-decreasing weights lead to balanced tree structures. For a subclass of these weights that we
call “exponentially adaptive”, we derive an O(nlog(n)) homotopy algorithm and we prove an asymptotic oracle property. This guarantees that we
recover the underlying structure of the data efficiently both from a statistical and a computational point of view. We provide a fast implementation
of the homotopy algorithm for the single feature case, as well as an efficient embedded cross-validation procedure that takes advantage of the
tree structure of the path of solutions. Our proposal outperforms its competing procedures on simulations both in terms of timings and prediction
accuracy. As an example we consider phenotypic data: given one or several traits, we reconstruct a balanced tree structure and assess its agreement
with the known taxonomy.
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EO645 Room Chancellor’s Hall DEPENDENCE MODELS AND COPULAS II Chair: Wolfgang Trutschnig

EO0308: Paths and indices of maximal tail dependence

Presenter:  Ricardas Zitikis, University of Western Ontario, Canada

Co-authors: Edward Furman, Jianxi Su

The aim is to demonstrate that the existing methods for measuring tail dependence in copulas may sometimes underestimate the extent of extreme
co-movements of dependent risks. This phenomenon holds in the context of both symmetric and asymmetric copulas. As a remedy, we introduce
a notion of paths of maximal (tail) dependence and utilize the notion to propose several new indices of tail dependence.

EO0413: Goodness-of-fit test for specification of semiparametric copula dependence models

Presenter:  Ostap Okhrin, Dresden University of Technology, Germany

Co-authors: Shulin Zhang, Peter Song, Qian Zhou

Goodness-of-fit tests for semiparametric copula models are considered. Our contribution is two-fold: we first propose a new test constructed via
the comparison between in-sample and out-of-sample pseudo-likelihoods. Under the null hypothesis that the copula model is correctly specified,
we show that the proposed test statistic converges in probability to a constant equal to the dimension of the parameter space. We establish the
asymptotic normality and investigate the local power of the test. We also extend the proposed test to the specification test of a class of multivariate
time series models, and propose a new bootstrap procedure to establish the finite-sample null distribution, which is shown to have better control of
type I error than the commonly used bootstrap. Second, we introduce a hybrid mechanism to combine several test statistics, so that the resulting
test will make a desirable test power among the involved tests. This hybrid method is particularly appealing when there exists no single dominant
optimal test. We conduct comprehensive simulation experiments to compare the proposed new test and hybrid approach with two of the best blanket
tests in the literature. For illustration, we apply the proposed tests to analyze two real datasets.

EO1072: A three-stage estimation of copula-based VAR model

Presenter:  Giorgia Rivieccio, Parthenope University, Italy

Co-authors: Giovanni De Luca

The 2008 financial crisis, concretized in a financial and economic default contagion, showed the inadequacy of linear co-movement measures,
focusing the attention of researchers on nonlinear and asymmetric dependence structures, which take into account tail dependence. Vector Au-
toRegressive (VAR) models are able to capture the dynamic behavior of multiple time series, but their use is limited in a linear and symmetric
framework. In order to describe the serial and cross-sectional dependence among time series, the copula tool can be a practical method. We
introduce a non-linear VAR model based on copula functions, which results more efficient of the classical VAR approach and allows to consider
tail dependence estimates. To this end, we extend the three-stage pseudo maximum likelihood estimation (3SPMLE) in order to simplify computa-
tional burden in high dimensions when copula-based VAR model is applied. The method is applied to stationary Markov time series, under some
assumptions which include a time-invariant copula as well as marginal distributions. We explore, via simulated and real data, the performance of
the model compared to the classical VAR, giving the implications of misspecified assumptions for margins and joint distribution and providing tail
dependence measures of economic variables involved in the analysis.

EO0681: On the conditional value at risk (CoVaR) and tail dependence of copulas

Presenter:  Piotr Jaworski, University of Warsaw, Poland

Conditional Value at Risk (CoVaR) is a measure of contagion of market X on market Y. The idea is to measure Value at Risk at level B of ¥
conditioned on X, where random variables X and Y are modelling the returns of market indices for some fixed period of time. We concentrate
on the case when the condition putted on X is simply overpassing by the loss from X its Value at Risk at given level o, i.e. CoVaRBﬂ(Y\X )=
VaRg((Y]|—X >=VaRq(X))). Let C be a copula describing the dependence between X and Y. We show how to determine CoVaR(Y |X) basing on
the tail behaviour of copula C.

EO168 Room CLO 203 RECENT ADVANCES IN STATISTICAL MODELING AND COMPUTATION Chair: Tsung-I Lin

EO0361: Hypothesis test for the equality of two population mean vectors for doubly multivariate data

Presenter:  Anuradha Roy, The University of Texas at San Antonio, United States

Co-authors: Ivan Zezula, Daniel Klein, Ricardo Leiva

A new hypothesis testing of the equality of mean vectors in two populations using Block T-square statistic for doubly multivariate data on g response
variables at p positions in block exchangeable covariance matrix setting is proposed. The minimum sample size needed for our new test is only g+ 1,
unlike pg+ 1 in Hotelling’s T-square test. The new test is very efficient in small sample scenario, when the number of observations is not adequate
to estimate the unknown unstructured variance-covariance matrix. Block exchangeable covariance structure is a realistic assumption in many
doubly multivariate data, and it substantially reduces the number of estimated parameters. The motivation for testing p g-variate measurements
concurrently (doubly multivariately) rather than testing g-variate measurements separately (just multivariately) p times, is discussed. A natural
extension of the Hotelling’s T-square statistic, the Block T-square (BT-square) statistic, a convolution of two Hotelling’s T-square statistics, is
obtained. BT-square statistic uses unbiased estimates of the component matrices of the orthogonally transformed block exchangeable covariance
structure that is present in a dataset. A convolution of two Hotelling’s T-square distributions is not a Hotelling’s T-square distribution. The proposed
method is implemented with a dataset from medical studies.

EO0963: Bayesian semiparametric longitudinal modeling for censored data under skewness

Presenter: Mauricio Castro, Universidad de Concepcion, Chile

In biomedical studies, the analysis of longitudinal data based on Gaussian assumptions is a very common practice. Nevertheless, in many situations,
the observed responses are skewed in nature and the use of symmetric mixed effects models can be questionable. Moreover, the responses might
be subjected to some upper and lower quantification limits depending on the diagnostic assays used for their detection and also they might have
an unspecified non-linear relation with some covariates such as time. To address this situation, a semiparametric Bayesian model for longitudinal
censored data using the skew- normal/independent (SNI) family of distributions is considered. The SNI family is an attractive class of skew-
symmetric and heavy-tailed distributions that captures, at the same time, the skewness and the heavy-tailed characteristics presented in the data.
Therefore, this class of distribution provides an appealing robust alternative to the routine use of symmetric distributions for longitudinal data. The
proposed method also uses pth-degree spline smooth functions to approximate the nonlinear functions and considers responses that are either left-
or right-censored. An efficient Markov chain Monte Carlo (MCMC) algorithm is introduced to carry out posterior inference and a case deletion
influence diagnostics based on the g-divergence measures is presented for examining the robust aspects of the SNI class against outlying and
influential observations.
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EO1144: Heavy-tailed longitudinal regression models for censored data

Presenter:  Victor Hugo Lachos Davila, UNICAMP, Brazil

Co-authors: Larissa Avila Matos, Luis Mauricio Castro Cepero

HIV RNA viral load measures are often subjected to some upper and lower detection limits depending on the quantification assays. Hence, the
responses are either left or right censored. Moreover, it is quite common to observe viral load measurements collected irregularly over time.
A complication arises when these continuous repeated measures have a heavy-tailed behavior. For such data structures, we propose a robust
structure for a censored linear model based on the scale mixtures of skew normal distributions. To compensate for the autocorrelation existing
among irregularly observed measures, a damped exponential correlation structure is employed. We propose an exact estimation procedure to obtain
the maximum likelihood estimates of the fixed effects and variance components, using a stochastic approximation of the EM (SAEM)algorithm.
This approach permits estimation of the parameters of a heavy-tailed longitudinal regression model when censoring is present in an easy and fast
way, obtaining as a by-product the standard errors of the fixed effects and the log-likelihood function. The methodology is illustrated through an
application to an HIV-AIDS study and several simulation studies.

EO0358: Truncated multivariate ¢ distributions and its applications

Presenter: Tsung-I Lin, National Chung Hsing University, Taiwan

The use of truncated distributions arises often in a wide variety of scientific problems. In the literature, there are a lot of sampling schemes and
proposals developed for various specific truncated distributions. So far, however, the study of the truncated multivariate  (TMVT) distribution is
rarely discussed. We present general formulae in analytic matrix expressions for computing the first two moments of the TMVT distribution under
the double truncation. Results for the left and right truncation can be viewed as special cases. The slice sampling algorithm is used to generate
random variates from the TMVT distribution by introducing auxiliary variables. This strategic approach can result in a series of full conditional
densities that are of uniform distributions. The R package TTmoment has been recently developed for a demonstration of its implementation.
Several practical examples and real applications are shown to illustrate the feasibility of the proposed results.

EO140 Room Bedford MULTIPLE TESTS I Chair: Arnold Janssen

EO0381: Martingale approach for multiple testing and FDR control

Presenter:  Arnold Janssen, Heinrich-Heine University Duesseldorf, Germany

Under martingale dependence the FDR of various multiple tests can exactly be calculated. The results are key tool in order to discuss finite sample
FDR control of these tests. Some of these results are also new when the p-values are independent. Adaptive multiple tests with data dependent
critical values will also be discussed.

EO0520: Robust estimation and FDR control of adaptive multiple tests

Presenter:  Philipp Heesen, Heinrich-Heine-University Duesseldorf, Germany

Co-authors: Arnold Janssen

A number of multiple tests which control the false discovery rate (FDR) have been introduced. On this basis, adaptive multiple tests have been
developed which improve the exhaustion of the predetermined FDR level by estimating the portion of true null hypotheses. This estimation has
originally been designed for true null hypotheses whose corresponding p-values are distributed according to the uniform distribution on (0,1).
Although many of these adaptive tests still control the FDR at finite sample size for null hypotheses with p-values which are stochastically larger
than the uniform distribution, the exhaustion of the predetermined FDR level may deteriorate since the estimation of the portion of true null
hypotheses may deteriorate. New robust estimators for the portion of true null hypotheses and related quantities are presented which lead to new
adaptive test procedures of Storey type. Moreover, these test procedures still control the FDR at finite sample size.

EOO0818: Multiple hypothesis testing in multivariate copula models

Presenter:  Thorsten Dickhaus, University of Bremen, Germany

We are concerned with simultaneous testing of a family of null hypotheses under a single statistical model. We assume that the individual tests
are carried out by means of (marginal) p—values and that these p—values, regarded as random variables, are dependent. Two popular type I
error measures in multiple testing are the family-wise error rate (FWER) and the false discovery rate (FDR). Firstly, we express the threshold of
an FWER-controlling simultaneous test procedure (STP) in terms of the copula function of the family of p—values, assuming that each of these
p—values is marginally uniformly distributed on the unit interval under the corresponding null hypothesis. This offers the opportunity to exploit the
rich literature on copula-based modeling of multivariate dependency structures for the construction of STPs in non-Gaussian situations. The second
part deals with Archimedean copulae in multiple testing in the case that the distributional transforms of the p—values are elements of a sequence
of exchangeable random variables. We utilize analytic properties of Archimedean copulae to derive sharp bounds for the FDR of the linear step-up
test for such p—values.

EO0898: On the Simes test under dependence

Presenter: Helmut Finner, Deutsches Diabetes-Zentrum, Germany

Co-authors: Klaus Strassburger

A modified Bonferroni test procedure for testing an overall null hypothesis in multiple testing problems, nowadays referred to as the Simes test,
was proposed time ago. The underlying approach may be considered as a basic step in the development of many new test procedures and new error
rate criteria as for example control of the false discovery rate. A key issue is the validity of the Simes test and the underlying Simes inequality
under dependence. Although it has been proved that the Simes inequality is valid under suitable assumptions on dependence structures, important
cases are not covered yet. We investigate p—values based on exchangeable test statistics in order to explore reasons for the validity or failure of the
Simes inequality. We provide sufficient conditions for the asymptotic validity of the Simes inequality and its possible strictness. We also show by
means of an easy-to-compute counterexample that exchangeability by itself is not sufficient for the validity of the Simes inequality.

E0204 Room CLO 101 BLIND SOURCE SEPARATION MODELS FOR TIME SERIES AND FUNCTIONAL DATA Chair: Hannu Oja

EOO0514: Efficient second order blind identification (SOBI) method for separation of uncorrelated stationary time series

Presenter: Sara Taskinen, University of Jyvaskyla, Finland

Co-authors: Jari Miettinen, Klaus Nordhausen

Second order source separation (SOS) model assumes that the observed p time series are linear combinations of p latent uncorrelated weakly
(second-order) stationary time series with different time dependence structures. The aim is to find an estimate for an unmixing matrix, which
then transforms the observed time series back to uncorrelated latent time series. The classical approach to estimate the unmixing matrix uses
approximate joint diagonalization of autocovariance matrices with different lags and is called SOBI (Second Order Blind Identification). We
consider the problem corresponding to the selection of lags for autocovariance matrices to be diagonalized. The choice of lags is known to affect
the efficiency of the SOBI estimator, but so far only few ad-hoc guidelines for the lag selection are provided in the literature. Based on recently
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derived asymptotical results, we propose an efficient SOBI estimator which uses lags selected from a finite set of candidate sets of lags specified
by the user. The theory is illustrated by finite-sample simulation studies as well as a real data example.

EO0536: Comparison of estimators in performing temporal ICA for fMRI data

Presenter:  Jari Miettinen, University of Jyvaskyla, Finland

Co-authors: Roland Boubela, Klaus Nordhausen, Sara Taskinen

Independent component analysis (ICA) has become a standard tool in the analysis of functional magnetic resonance imaging (fMRI) data. So far,
spatial ICA has been more frequently applied approach than temporal ICA, mainly due to the large number of voxels (areas of the brain) and small
number of time points in fMRI data sets. New high-resolution acquisition techniques have increased the number of time points which has made
the more natural approach, temporal ICA, more tempting than before. Most ICA methods, e.g. FastICA, do not take account of the temporal
dependence in fMRI data, while some methods, e.g. SOBI (Second Order Blind Identification), use only the temporal dependence. We inspect
different ways of comparing the performance of estimators coming from both approaches and find out which estimators are the most suitable for
the analysis of the new kind of fMRI data.

EO0590: On complex valued time series I[CA

Presenter: Pauliina Ilmonen, Aalto University School of Science, Finland

Co-authors: Niko Lietzen

In the independent component (IC) model, the elements of a p—variate random vector are assumed to be linear combinations of the elements
of an unobservable p—variate vector with mutually independent components. In independent component analysis (ICA) the aim is to recover
the independent components by estimating an unmixing matrix that transforms the observed p—variate vector to the independent components.
Complex random signals play an increasingly important role in the field of ICA. The complex IC model is used for example in magnetic resonance
imaging or antenna array signal processing for wireless communications and radar applications. We consider complex valued time series ICA, in
particular, we examine the unmixing matrix estimates that are based on simultaneous use of two complex values autocovariance functionals with
different lags. We thus extend the well-known AMUSE algorithm for complex valued variables and we also examine the asymptotic behavior of
the obtained complex valued unmixing matrix estimates.

EO1278: Hilbertian fourth order blind identification

Presenter: Germain Van Bever, The Open University, United Kingdom

Co-authors: Hannu Oja, Frank Critchley, Bing Li, Radka Sabolova

In the classical Independent Component (IC) model, the random vector X is assumed to satisfy X = WZ, where Z has independent marginals and
Y is an invertible mixing matrix. Independent component analysis (ICA) encompasses all methods aiming at unmixing X, that is estimating a (non
unique) unmixing matrix I" such that I'X has independent components. The celebrated Fourth Order Blind Identification (FOBI) procedure provides
such a I" based on the regular covariance matrix and a scatter matrix based on fourth moments. Nowadays, functional data (FD) are occurring more
and more often in practice, and relatively few statistical techniques have been developed to analyze this type of data. Functional PCA is one such
technique which focuses on dimension reduction. We propose an extension of the FOBI methodology to the case of Hilbertian data, FD being the
go-to example used throughout. When dealing with distributions on Hilbert spaces, two major problems arise: (i) the notion of “marginals” is not
naturally defined and (ii) the covariance operator is, in general, non invertible. These limitations are tackled by reformulating the problem in a
coordinate-free manner and by imposing natural restrictions on the mixing model. The proposed procedure is shown to be Fisher consistent and
affine invariant. A sample estimator is provided and illustrated on simulated and real datasets.

EO082 Room Woburn MULTI-STATE MODELS Chair: Jacobo de Una-Alvarez

EO05%94: Testing for informative observation in multi-state models subject to panel observation

Presenter:  Andrew Titman, Lancaster University, United Kingdom

Many observational studies into disease processes do not continually monitor patient status, but instead only observe patients at clinic examination
times. In the majority of cases, analysis of the data proceeds by assuming the process which generates the examination times is ignorable. When
some or all clinic visits are patient initiated there is a risk that the times will be informative, if for instance patients go to clinic if their condition
has deteriorated, and standard estimates may be biased. Building upon previous work which considered a joint parametric model, a joint semi-
parametric model is proposed comprising of the underlying parametric multi-state process and an Andersen-Gill counting process model for the
observation process. The likelihood for the model can be shown to have a hidden Markov model representation. Moreover, under a null hypothesis
of non-informative observation, the two parts of the model can be maximized separately which leads to a convenient construction of a direct score
test for informative observation. The test is applied to datasets relating to post-transplantation patients and finite sample properties are investigated
by simulation.

EO1366: Multistate models and causality

Presenter: Daniel Commenges, INSERM, France

Multistate models are more and more used in epidemiology to describe complex evolution of disease status and death. In fact many multi-state
models are generated by several events, so that they can also be represented as multivariate counting processes. This representation is useful for
several reasons. One important advantage is that causal relationships between events can be represented more clearly this way. Often one of the
event is death. This is a special event, however, because once death has occurred, all the other processes that have been attached to the individual
lose their meaning. So, in the interpretation of multi-state models, this must be taken into account. Examples will be given as to the interpretation
of such models in ageing studies involving disease, death, institutionalization and treatments. The issue of assessing the effect of treatments, which
are often adaptative, has been treated in the causal inference literature with most often a counterfactual point of view. It is important to develop
some formalism for this issue in a dynamical approach to causality.

EO1352: Recent advances in nonparametric estimation of a non-Markov transition probability matrix

Presenter:  Jacobo de Una-Alvarez, Universidad de Vigo, Spain

Nonparametric estimation of a transition probability matrix will be discussed in a possibly non-Markov progressive multi-state model. Theoretical
results, such as consistency and asymptotic normality, and applications to real medical data are included. Several forms of censoring and truncation
are considered.

EC1335: Direct modeling of regression effects for transition probabilities in the non-Markov illness-death model

Presenter: Leyla Azarang, University of Vigo, Spain

We present direct regression analysis for the transition probabilities in the possibly non-Markov progressive illness-death model. The method
is based on binomial regression, where the response is the indicator of the occupancy for the given state along time. Randomly weighted score
equations which are able to remove the bias due to censoring are introduced. By solving these equations, one can estimate the possibly time-varying
regression coefficients, which have an immediate interpretation as covariate effects on the transition probabilities. The performance of the proposed
estimator is investigated through simulations. We analyse a real medical data set on colon cancer for illustration purposes.
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EO126 Room Montague MODELLING AND COMPUTATION IN STATISTICS OF EXTREMES Chair: Ivette Gomes

EO0667: Extreme versions of Wang risk measures and their estimation

Presenter:  Gilles Stupfler, Aix Marseille Universite, France

Co-authors: Jonathan El Methni

Among the many possible ways to study the right tail of a real-valued random variable, a particularly general one is given by considering the family
of its Wang distortion risk measures. This class of risk measures encompasses various interesting indicators such as the widely used Value-at-Risk
and Tail Value-at-Risk, which are especially popular in actuarial science, for instance. We start by building simple extreme analogues of Wang
distortion risk measures. Special cases of the risk measures of interest include the extreme Value-at-Risk as well as the recently introduced extreme
Conditional Tail Moment. Adapted estimators of the resulting extreme Wang distortion risk measures are then introduced when the random variable
of interest has a heavy-tailed distribution and their asymptotic normality is shown. The finite sample performance of our estimators is assessed on
a simulation study.

EO0993: Fitting tails truncated at high levels for Pareto or light tails

Presenter:  Jan Beirlant, KULeuven, Belgium

Co-authors: Tom Reynkens, Isabel Fraga Alves

Recently, tail fitting has been discussed for truncated and non-truncated Pareto-type distributions. Indeed in some situations ultimately at the largest
data, deviations from a Pareto tail behavior can be observed. However truncation can occur also with lighter tails, for instance in the Gumbel domain
when studying lifelength of components, or modelling river flows. We generalize the previous methodology to tails with a non-negative extreme
value index. We use a pseudo-maximum likelihood approach generalizing the classical Peaks over Threshold approach. Applications to extreme
quantile estimation are considered.

EO1012: Mean of order p reduced bias estimation of the extreme value index: A computational study

Presenter:  Frederico Caeiro, Universidade Nova de Lisboa, Portugal

Co-authors: Ivette Gomes

We deal with the estimation of a positive extreme value index, the shape parameter of the extreme value distribution. The classical Hill estimator
can be regarded as the logarithm of the geometric mean, or the logarithm of the mean-of-order-0O of a certain set of statistics. Instead of such a
geometric mean, the mean-of-order-p (MOP) of those statistics has been previously considered. We work with recent reduced-bias versions of
the MOP generalization of the Hill estimator. Apart from the usual integer parameter k, related with the number of top order statistics involved in
the estimation, these estimators depend on an the extra real parameter p. Bootstrap and heuristic choices of the tuning parameters p and k are put
forward, and an application to simulated and real data is performed.

EO1224: Extreme episodes and multivariate peaks over thresholds modelling

Presenter: Holger Rootzen, Chalmers, Sweden

Natural catastrophes and fluctuations in financial markets pose very significant societal and economic risks. We review ongoing work on multi-
variate peaks over thresholds modeling aimed at handling a broad spectrum of environmental and economic risks which develop in time and space.
Multivariate Generalized Pareto distribution is used as the main modelling tool, and methods to accommodate time series dependence play an
important role. For multivariate distributions the latter is rather unexplored territory. We will discuss relations between max-stable models and
multivariate peaks over threshold models, choice of statistical models and methods, and spatial extreme value models which include nuggets.

EO342 Room CLO 102 RECENT ADVANCES IN FUNCTIONAL DATA ANALYSIS AND BAYESIAN STATISTICS Chair: Han Lin Shang

EO0703: A copula-based imputation model for multilevel data

Presenter:  Jiali Wang, Australian National University, Australia

Co-authors: Bronwyn Loong, Anton Westveld, Alan Welsh

The two major approaches to multiple imputation to handle missing data are joint modelling (JM), which assumes a joint distribution for all
the variables; and fully conditional specification (FCS), which specifies a conditional distribution for each variable given all the other variables.
The former approach has little flexibility in marginal distributions to accommodate different types of variables, whilst the latter approach lacks
the theoretical justification to ensure convergence to a proper joint distribution. Combining the best features of both approaches, we propose a
semiparametric copula imputation model via the extend rank likelihood function. The proposed method can handle a mixture of variable types and
data distributions (for example: continuous and categorical; symmetric and skewed). We can also add random effects to capture cluster effects to
handle missing data in a multilevel data set. A Bayesian approach is used to estimate parameters of the copula model and impute the missing values
is derived. The method is evaluated through simulations and applied to a dataset from a cluster randomized controlled trial of a multidisciplinary
intervention in acute stroke units.

EO0383: Semiparametric localized bandwidth selection for kernel density estimation

Presenter: Tingting Cheng, Nankai University, China

Co-authors: Xibin Zhang, Jiti Gao

Since conventional cross validation bandwidth selection methods do not work for the case where the data considered are dependent time series,
alternative bandwidth selection methods are needed. In recent years, Bayesian based global bandwidth selection methods have been proposed.
Our experience shows that the use of a global bandwidth is however less suitable than using a localized bandwidth in kernel density estimation
in the case where the data are dependent time series as discussed in an empirical application of this paper. Nonetheless, a difficult issue is how
we can consistently estimate a localized bandwidth. We propose a semiparametric estimation method, for which we establish a completely new
asymptotic theory for the proposed semiparametric localized bandwidth estimator. Applications of the new bandwidth estimator to the kernel
density estimation of Eurodollar deposit rate and the S&P 500 daily return demonstrate the effectiveness and competitiveness of the proposed
semiparametric localized bandwidth.

EO0698: Variable selection in the concurrent functional linear model

Presenter:  Jeff Goldsmith, Columbia University, United States

Methods for variable selection are developed when modeling the association between a functional response and functional predictors that are
observed on the same domain. This data structure, and the need for such methods, is exemplified by our motivating example: a study in which
blood pressure values are observed throughout the day together with measurements of physical activity, heart rate, location, posture, attitude, and
other quantities that may influence blood pressure. We estimate the coefficients of the concurrent functional linear model using variational Bayes
and jointly model residual correlation using functional principal components analysis. Latent binary indicators partition coefficient functions into
included and excluded sets, incorporating variable selection into the estimation framework. The proposed methods are evaluated in simulated- and
real-data analyses.
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EO1166: Functional and imaging data in precision medicine

Presenter: Todd Ogden, Columbia University, United States

Co-authors: Adam Ciarleglio, Thaddeus Tarpey, Eva Petkova

A major goal of precision medicine is to use information gathered at the time that a patient presents for treatment to help clinicians determine,
separately for each patient the particular treatment that provides the best expected outcome. In psychiatry it is thought that various brain imaging
techniques may allow for the discovery of information vital to predicting response to treatment. We will present the general problem of using both
scalar and functional data to guide patient-specific treatment decisions and describe some approaches that can be used to perform model fitting and
variable selection.

EO336 Room Torrington GENERALIZED LINEAR MODELS AND BEYOND Chair: Christian Kleiber

EO0783: Beyond Beta regression: Modelling percentages and fractions in the presence of boundary observations

Presenter: Toannis Kosmidis, University College London, United Kingdom

Co-authors: Anyi Zou

One important limitation of regression models that are based on the Beta distribution is that they are not applicable when at least one of the observed
responses is either zero or one - in such scenarios the likelihood function is either +oo or —oo. The relevant approaches in the literature focus on
either the adjustment of the boundary observations by small constants so that the adjusted responses end up in (0, 1), or the use of a discrete-
continuous mixture of a Beta distribution and point masses at zero and/or one. The former approach suffers from the arbitrariness of choosing
the additive adjustment. On the other hand the latter approach, despite of being natural in some applications, gives a “special” interpretation at
the values of zero and/or one relative to observations in (0, 1), and hence it cannot be a general solution to the problem. An extension of the Beta
regression model is considered that can naturally accommodate zero and one observations, that avoids the special treatment of such values, and such
that it has the usual Beta regression model as a special case. Fitting and inferential procedures for the new model are presented and its usefulness
is demonstrated by applications.

EO1127: Bayesian distributional regression in R

Presenter:  Jakob Wolfgang Messner, Universitaet Innsbruck, Austria

Co-authors: Nikolaus Umlauf, Achim Zeileis

Bayesian analysis provides a convenient setting for the estimation of complex generalized additive regression models (GAM). Since computational
power has tremendously increased in the past decade it is now possible to tackle complicated inferential problems, e.g., with Markov chain Monte
Carlo (MCMC) simulation, on virtually any modern computer. This is one of the reasons why Bayesian methods have become quite popular and
it has lead to a number of highly specialized and optimized estimation engines. Because of the very general structure of the additive predictor
in GAMs, we propose an unified modeling architecture that can deal with a wide range of types of model terms and can benefit from different
algorithms in order to estimate Bayesian distributional regression models. We illustrate the usefulness of the approach using climate data and the
new developed R package bamlss (http://BayesR.R-Forge.R-project.org/). A censored normal additive model is employed to derive high resolution
spatio-temporal mean and variance fields of precipitation.

EO1108: Count data regression with excess zeros: A flexible framework using the GLM toolbox

Presenter:  Achim Zeileis, Universitaet Innsbruck, Austria

Co-authors: Christian Kleiber

The hurdle model is a two-part model for count data with extra zeros, comprising a binary response part for zeros vs. non-zeros and a zero-
truncated count distribution for the positive counts. We show how not only the binary part but also the count component can be analyzed within the
GLM framework. This paves the way for flexible extensions of the hurdle model using methods from the extended GLM toolbox such as additive
nonlinear terms, boosting, bias reduction, etc. Similarly, it is straightforward to apply visualization techniques such as rootograms, effect displays,
or residual plots.

EO1097: (Quasi-)complete separation in count data regressions with excess zeros

Presenter:  Christian Kleiber, Universitaet Basel, Switzerland

Co-authors: Achim Zeileis

We present a computational issue that may occur in count data regressions with excess zeros, notably the widely used hurdle model (aka two-part
model). Specifically, the binary response part (for zeros vs. non-zeros) can lead to nonexistence of the MLE under certain conditions. While this is
well known for classical binary response models it is somewhat less visible in more flexible frameworks. It is shown how an approach emphasizing
the GLM building blocks of the hurdle model helps to identify such situations using a well-known data set from the literature. We also investigate
the issue for the related but distinct class of zero-inflation models.

E0196 Room CLO B01 THEORY AND APPLICATIONS OF FUNCTIONAL DATA ANALYSIS Chair: Hans-Georg Mueller

EO0910: Elliptical distributions and outlier detection for functional data

Presenter:  Graciela Boente, Universidad de Buenos Aires and CONICET, Argentina

Co-authors: Matias Salibian-Barrera, David Tyler

As in the multivariate setting, the class of elliptical distributions on separable Hilbert spaces serves as an important vehicle and reference point
for the development and evaluation of robust methods in functional data analysis. For example, they allow us to study the Fisher-consistency
of robust estimators for functional data when second moments may not exist. We present a simple characterization of elliptical distributions
on separable Hilbert spaces that allows us to establish a stochastic optimality property for the principal component subspaces associated with
elliptically distributed random elements, without requiring finite second moments. These lower-dimensional approximations can be very useful
in identifying potential outliers among functional observations, and we present a robust estimator for these principal subspaces. We illustrate our
method on real functional data sets, where the robust estimator is able to discover atypical observations in the data that would have been missed
otherwise. Through a simulation study, we also study its performance when used to detect outlying observations.

EO0978: Additive functional prediction models with multiple predictors

Presenter: Byeong Park, Seoul National University, Korea, South

Co-authors: Hans-Georg Mueller, Kyunghee Han

We propose functional additive models for functional regression with a scalar response and multiple functional predictors that are additive in the
functional principal components of the predictor processes. For the case of a single functional predictor, the functional principal components are
uncorrelated, so that a simple application of a marginal regression technique can be applied when it is furthermore assumed that the predictor
components are independent, as for example in the case of a single Gaussian predictor process. When one has multiple functional predictors this
independence assumption cannot be justified and therefore the dependency of the predictor components needs to be addressed. This motivates us
to propose a new smooth backfitting technique for the estimation of the additive component functions in functional additive models with multiple
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functional predictors. A major difficulty in developing this technique is that the eigenfunctions and therefore the functional principal components
of the predictor processes, which are the arguments of the proposed additive model, are unknown and need to be estimated from the data. We
investigate how this required estimation of the functional principal components affects the estimation of the additive component functions and
develop a complete asymptotic theory. We also study the finite sample properties of the proposed method through a simulation study and a real
data example.

EO0456: A pairwise interaction model for dependent functional data

Presenter:  Jeng-Min Chiou, Academia Sinica, Taiwan

Co-authors: Hans-Georg Mueller

Functional data vectors consist of samples of multivariate data in which each component is a random function. We introduce a novel pairwise
interaction model that leads to an interpretable decomposition of multivariate functional data and their variation into component-specific processes
and pairwise interaction processes. The interaction processes quantify the degree of pairwise interactions between the components of the functional
data vectors, while the component-specific processes reflect the functional variation of a particular functional vector component that cannot be
explained by the other components. The decomposition of the total variance into component-wise and interaction contributions can be quantified
by an R?-like decomposition. We provide consistency results for the proposed methods and illustrate the model by applying it to sparsely sampled
longitudinal data from the Baltimore Longitudinal Study of Ageing, examining the relationships between the body mass index and blood fats.

EC0212: Multivariate functional principal component analysis for data observed on different (dimensional) domains

Presenter: Clara Happ, Ludwig-Maximilians-University Munich, Germany

Co-authors: Sonja Greven

Existing approaches for multivariate functional principal component analysis are restricted to data on a single interval 7 C R. The presented
approach focuses on multivariate functional data X = (X (1>7 X (1’)) observed on different domains 7, ..., 7, that may differ in dimension, e.g.
functions and images. The theoretical basis for multivariate functional principal component analysis is given in terms of a Karhunen-Loeve theorem.
For the practically relevant case of a finite, possibly truncated, Karhunen-Loeve representation, a direct theoretical relationship between univariate
and multivariate functional principal component analysis is established. This offers a simple estimation strategy to calculate multivariate functional
principal components and scores based on their univariate counterparts. The approach can be extended to univariate components X () that have a
finite expansion in a general, not necessarily orthonormal basis and is applicable for sparse data or data with measurement error. A flexible software
implementation is available. The approach is applied to a neuroimaging study to explore how longitudinal trajectories of a neuropsychological test
score covary with FDG-PET brain scans at baseline.

EO174 Room CLO 204 OPTIMAL DESIGNS IN NON-STANDARD SITUATIONS Chair: M Jesus Rivas-Lopez

EO00920: Optimal designs for nonlinear calibration models

Presenter:  Jesus Lopez-Fidalgo, University of Castilla-La Mancha, Spain

Co-authors: Mariano Amo-Salas

The tools provided by optimal design of experiments theory are applied to a nonlinear calibration model. This is motivated by the need of
estimating radiation doses using radiochromic films. The calibration model is in this case nonlinear and the explanatory variable cannot be worked
out explicitly from the model. The main problem is that a design has to be found on the dependent variable. For that the inverse function theorem
will be used to obtain an information matrix to be optimized. We compare in a particular case the proper D-optimal design on the response variable
and the transformed design in the explanatory variable using the model function for given nominal values of the parameters.

EO1189: On convex programming methods for computing optimal designs of experiments under non-standard constraints

Presenter: Radoslav Harman, Comenius University in Bratislava, Slovakia

Co-authors: Guillaume Sagnol

Modern methods of convex optimization, such as the second-order cone programming (SOCP) and the semidefinite programming (SDP), pro-
vide powerful alternatives to the traditional, first-order algorithms for computing optimal experimental designs under non-standard experimental
constraints. However, the choice of the most efficient mathematical programming method may strongly depend on the specifics of the criterion
of optimality as well as on the type of the constraints. We will give a brief survey of the current state of knowledge about the mathematical
programming approach to optimal design of experiments under general linear constraints, focusing on the regression models with uncorrelated
observations and finite design spaces. We will also compare the mathematical programming and traditional methods with respect to their speed,
memory requirements and the scope of application.

EO1292: Optimal designs for corrected criteria

Presenter:  Juan M Rodriguez-Diaz, University of Salamanca, Spain

Many experiments involve random factors, defining a covariance structure in the data, thus Generalized Least Square Estimators (GLSE) of the
parameters are used, and their covariance matrix is usually computed using the inverse of the GLSE information matrix. Many optimality criteria
are based on this approximation of the covariance matrix. However, this approach underestimates the true covariance matrix of the parameters,
and thus the optimality criteria should be corrected in order to pay attention to the actual covariance. The bias in the estimation of the covariance
matrix is negligible (or even null) for many models, and for this reason in those cases it makes no sense to deal with the corrected criteria due to
the complexity of the calculations involved. But for some models the correction does have importance, and thus the modified criteria should be
considered when designing, otherwise the practitioner may risk to deal with poor designs. Some analytical results are presented for simpler models,
and optimal designs taking into account the corrected variance will be computed and compared with those using the traditional approach for more
complex models, showing that the loss in efficiency may be very important when the correction for the covariance matrix is ignored.

EO1182: Optimal design for smooth supersaturated models

Presenter: Hugo Maruri, QMUL, United Kingdom

Smooth supersaturated models (SSM) are interpolation models in which the underlying model size, and typically the degree, is higher than would
normally be used in statistics, but where the extra degrees of freedom are used to make the model smooth. We will describe the methodology,
discuss briefly the role of orthogonal polynomials and then address two design problems. The first is selection of knots and the second a more
traditional design problem using SSM to obtain the kernels of interest for D-optimality.
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EO208 Room Beveridge Hall HIGH-DIMENSIONAL STATISTICS Chair: Davy Paindaveine

EO0942: False discovery rate estimation with covariates

Presenter: Kun Liang, University of Waterloo, Canada

Multiple testing becomes an increasingly important topic in high-dimensional statistical analysis. However, most commonly used false discovery
rate estimation and control methods do not take covariates into consideration. To better estimate false discovery rate, we propose a novel nonpara-
metric method which efficiently utilizes the covariate information. Our proposed method enjoys some desirable theoretical properties. In addition,
we evaluate the performance of our proposed method over existing methods using simulation studies.

EO0768: Testing the order of a population spectral distribution for high-dimensional data

Presenter:  Yingli Qin, University of Waterloo, Canada

Large covariance matrices play a fundamental role in high-dimensional statistics. Investigating the behavior of their eigenvalues can reveal infor-
mative structures of large covariance matrices. We propose to test the number of distinct population eigenvalues, i.e. the order of the Population
Spectral Distribution (PSD). The proposed statistic is based upon a series of bias-reduced estimators of PSD moments. We develop the limiting
distributions of our test statistic and the moment estimators. We also prove the (n; p)—strong consistency of these estimators, which are clearly
demonstrated in our simulation study.

EO0779: Statistical and computational trade-offs in estimation of sparse principal components

Presenter: Tengyao Wang, University of Cambridge, United Kingdom

Co-authors: Quentin Berthet, Richard Samworth

In recent years, Sparse Principal Component Analysis has emerged as an extremely popular dimension reduction technique for high-dimensional
data. The theoretical challenge, in the simplest case, is to estimate the leading eigenvector of a population covariance matrix under the assumption
that this eigenvector is sparse. An impressive range of estimators have been proposed; some of these are fast to compute, while others are
known to achieve the minimax optimal rate over certain Gaussian or subgaussian classes. We show that, under a widely-believed assumption
from computational complexity theory, there is a fundamental trade-off between statistical and computational performance in this problem. More
precisely, working with new, larger classes satisfying a Restricted Covariance Concentration condition, we show that no randomised polynomial
time algorithm can achieve the minimax optimal rate. On the other hand, we also study a (polynomial time) variant of the well-known semidefinite
relaxation estimator, and show that it attains essentially the optimal rate among all randomised polynomial time algorithms.

EO0664: High-dimensional tests for principal component analysis

Presenter: Thomas Verdebout, Universite Libre de Bruxelles, Belgium

Co-authors: Davy Paindaveine, Christine Cutting

Principal Component Analysis (PCA) is one of the most important tools in multivariateanalysis. Nowadays, it is getting more and more popular in
the statistical communitysince it is a specific high-dimensional problem. Indeed, the main objective of PCA isdimension reduction. In this paper,
we tackle the problem of testing that the first principal component can be obtained by projecting the data along a direction which is specified under
the null hypothesis. We are interested in the asymptotic behavior of some tests when both the sample size and the dimension become large.

EO142 Room Holden NONPARAMETRIC BAYESIAN METHODS AND INVERSE PROBLEMS Chair: Jan Johannes

EO0991: Nonregular Bayesian inverse problems

Presenter: Natalia Bochkina, University of Edinburgh, United Kingdom

To overcome ill-posedness of a statistical inverse problem, the likelihood is usually penalised to include a priori information about smoothness, or
other regular behaviour of the solution. Such regularised solution to the inverse problem can be interpreted as a maximum a posteriori solution to
a Bayesian inverse problem, in which all sources of variation, uncertainty and error are quantified using probability. We consider Bayesian inverse
problems where the likelihood can be nonregular, and the unknown function that is observed indirectly is not necessarily bounded away from 0. As
a motivating example, we consider SPECT tomography where a stack of images is observed indirectly; from the statistical perspective it represents
a linear inverse problem with Poisson errors and the identity link function. A distinct feature of this problem is that at some pixels/ voxels the
Poisson mean can degenerate to O which affects the rate of contraction of the posterior distribution of the unknown image around its boundary.
This is related to nonregular behaviour of the likelihood at the boundary of the parameter space. We present the rate of contraction of the posterior
distribution of the intensities of the unknown image for such nonregular models, and illustrate it for the SPECT tomography problem.

EO0937: Adaptive Bayesian estimation in indirect Gaussian sequence space models

Presenter:  Jan Johannes, University Heidelberg, Germany

Co-authors: Anna Simoni, Rudolf Schenk

In an indirect Gaussian sequence space model lower and upper bounds are derived for the concentration rate of the posterior distribution of
the parameter of interest shrinking to the parameter value 6 that generates the data. While this establishes posterior consistency, however, the
concentration rate depends on both 6y and a tuning parameter which enters the prior distribution. We first provide an oracle optimal choice of
the tuning parameter, i.e. optimized for each 6 separately. The optimal choice of the prior distribution allows us to derive an oracle optimal
concentration rate of the associated posterior distribution. Moreover, for a given class of parameters and a suitable choice of the tuning parameter,
we show that the resulting uniform concentration rate over the given class is optimal in a minimax sense. Finally, we construct a hierarchical prior
that is adaptive. This means that, given a parameter 0 or a class of parameters, respectively, the posterior distribution contracts at the oracle rate
or at the minimax rate over the class. Notably, the hierarchical prior does not depend neither on 6y nor on the given class. Moreover, convergence
of the fully data-driven Bayes estimator at the oracle or at the minimax rate is established.

EO1814: Gaussian processes and Bayesian moment estimation

Presenter: Anna Simoni, CREST - ENSAE and CNRS, France

Co-authors: Jean-Pierre Florens

Given a set of moment restrictions that characterize a parameter 0, the purpose is to investigate a semiparametric Bayesian approach for estimation
of 0 that imposes these moment restrictions in the nonparametric prior for the data distribution. We establish that a Gaussian process (GP) prior
for the density function associated with the data distribution F is particularly convenient in order to impose over-identifying restrictions. We
circumvent the difficulty of specifying the likelihood function, which is not available, by constructing a linear functional transformation of F such
that its empirical counterpart has an asymptotic Gaussian distribution that will be used as the sampling model. We provide a frequentist validation
of our procedure by showing: consistency of the maximum a posteriori estimator for 0, consistency and asymptotic normality of the posterior
distribution of 0.
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EC1307: Bayesian nonparametric inference for discovery probabilities: Credible intervals and large sample asymptotics

Presenter: Stefano Favaro, University of Torino and Collegio Carlo Alberto, Italy

Co-authors: Julyan Arbel, Bernardo Nipoti, Yee Whye Teh

Given a sample of size n from a population of individual belonging to different species with unknown proportions, a popular problem of practical
interest consists in making inference on the probability D(/;n) that the (n+ 1)—th draw coincides with a species with frequency [ in the sample, for
any [ =0,1,...,n. We contribute to the methodology of Bayesian nonparametric inference for D(/;n). Specifically, under the general framework
of Gibbs-type priors we show how to derive credible intervals for the Bayesian nonparametric estimator of D(/;n), and we investigate the large n
asymptotic behaviour of such an estimator. Of particular interest are special cases of our results obtained under the assumption of the two parameter
Poisson—Dirichlet prior and the normalized generalized Gamma prior, which are two of the most commonly used Gibbs-type priors.

EO326 Room Athlone STATISTICS FOR FUZZY- OR SET-VALUED DATA I Chair: Angela Blanco-Fernandez

EO1081: Statistical tests and confidence intervals for the Aumann mean

Presenter: Raffaello Seri, University of Insubria, Italy

A method was recently proposed to obtain a confidence set for the Aumann mean of a random closed set (RACS) as well as statistical tests
for inclusion/exclusion of the Aumann mean with respect to a given set C. This framework has been extended to the case in which the set C
depends itself on the Aumann mean of the RACS, to test, say, rotational invariance of the Aumann mean. The proposed techniques used the
bootstrap and required a preliminary discretization of the support function of the RACS through the identification of a set of directions on the unit
hypersphere. This discretization severely limits the performance of the method. We investigate some alternative computational strategies using
classical asymptotic theory coupled with computational techniques for the estimation of the variance matrix. Despite the bootstrap is recognized as
a powerful technique, whose accuracy is generally better than asymptotic approximations, in this case it seems to be outperformed.

EO1026: On the robustness of fuzzy-valued M-estimators

Presenter:  Beatriz Sinova, University of Oviedo, Spain

Co-authors: Stefan Van Aelst

Fuzzy-valued data have become a suitable tool to deal with imprecision in real-life experiments. During the last years many statistical techniques
and procedures have been adapted to cover this new situation, such as regression analysis, clustering or hypothesis testing. Most of these develop-
ments are based on the Aumann-type mean as measure of location, but this fact leads to non-robust statistical conclusions due to the high sensitivity
of the mean, inherited from the real settings. To overcome this important drawback, the successful and classical approach of M-estimators of
location will be extended to deal with fuzzy-valued data and its main features in terms of robustness will be analyzed.

EO1646: Robust techniques to estimate linear regression models for interval-valued data

Presenter:  Angela Blanco-Fernandez, University of Oviedo, Spain

Co-authors: Gil Gonzalez-Rodriguez

Some robust statistical techniques to estimate linear regression models for interval-valued data are shown. The least-squares (LS) estimation of
the models has been previously solved through constrained optimization techniques guaranteeing the coherence of the solutions within the interval
framework. However, as happens with classical estimation techniques of regression problems, the LS estimators are not robust againts outliers.
Thus, alternative estimation approaches should be developed. One of the best-known procedures in classical regression is the least trimmed
estimator. It is based on estimating the regression coefficients by trimming the sample dataset, discarding the observations with greater residuals.
The technique is applied to the interval framework. Several alternatives are investigated, and some applications and simulations are shown to
illustrate the behaviour of the procedures.

EC1480: Nonparametric estimation of emergence curves in weed science

Presenter: Ricardo Cao, University of Coruna, Spain

Co-authors: Miguel Reyes, Mario Francisco

The aim is to study nonparametric distribution function estimation when the data are grouped. Grouped data appear whether continuous random
variables are measured or used in binned or rounded form or in systems in which the observation time is periodic. The motivational problem comes
from a branch of agriculture called weed science. In this area, random variables based on humidity or temperature (or both) are very important
for predicting weed emergence. In some weed science experiments the observation time is periodic, so researchers are unable to observe the exact
values of those variables; instead, they obtain a data set consisting in counts between variable consecutive monitoring times. Moreover, sometimes,
only data expressed as proportions of emerged seedlings are available. The problem of estimating the distribution function, F, with grouped data
based on non-equidistant inspection times is addressed. A cumulative distribution function estimator is derived, which by construction, is already
adapted for grouped data. Its asymptotic properties are derived, and its performance in different grouping scenarios is analyzed through simulation
studies. Also, a brief study on bandwidth selection in this context is included. The proposed method is applied to analyze three seedling emergence
datasets. It is also compared with nonlinear regression fits, which are the standard methods to address this problem in the weed science literature.

EO192 Room Jessel APPLICATIONS OF MIXTURE MODELS Chair: Paul McNicholas

EO1090: Modeling the receiver operating characteristic curve using Gaussian and non-Gaussian mixture models

Presenter:  Amay Cheam, McMaster University, Canada

Co-authors: Paul McNicholas

The receiver operating characteristic (ROC) curve remains a topic of discussion and interest after all these years. The curve displays the capacity of
a diagnostic test to distinguish between two groups of patients, diseased and non-diseased. In the literature, many approaches have been proposed
for modeling the ROC curve whether it is direct or indirect. Because of its tractability, the Gaussian distribution has been extensively used to
model both groups. In parallel, the finite mixture models have gained fame as a compelling apparatus in modeling data. We propose to model the
ROC curve using Gaussian and non-Gaussian mixture distributions (specifically mixture of ¢ and skew z-distributions), leading to a more flexible
model that accounts for heterogeneous data, unlike the classical binormal curve. The Monte Carlo method is used in conjunction to circumvent the
absence of a closed-form and to obtain confidence bands for the derived ROC. The proposed method will be illustrated via simulated and real data.

EO1133: On the interpretation of multiple clusterings

Presenter: Ryan Browne, University of Waterloo, Canada

We explore the idea of identifying different partitions based on mutually exclusive sets of variables with a dataset. In the literature this concept is
known as multiple clusterings or multiple cluster structures. We suggest this is a misnomer as the methodology yields a single clustering solution.
However, these types of solutions, which we call independent clusters, give rise to different interpretations of clusterings then the usual several
distinct components. We relax the assumption that these clusters are composed of variables subsets to directional subsets. Along the way we
demonstrate this methodology on simulated and real data.
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EO1023: An efficient SEM algorithm for Gaussian Mixtures with missing data

Presenter:  Vincent Vandewalle, Inria, France

Co-authors: Christophe Biernacki

The missing data problem is well-known for statisticians but its frequency increases with the growing size of modern datasets. In Gaussian model-
based clustering, the EM algorithm easily takes into account such data by dealing with two kinds of latent levels: the components and the variables.
However, the quite familiar degeneracy problem in Gaussian mixtures is aggravated during the EM runs. Indeed, numerical experiments clearly
reveal that degeneracy is quite slow and also more frequent than with complete data. In practice, such situations are difficult to detect efficiently.
Consequently, degenerated solutions may be confused with valuable solutions and, in addition, computing time may be wasted through wrong runs.
A theoretical and practical study of the degeneracy will be presented. Moreover a simple condition on the latent partition to avoid degeneracy will
be exhibited. This condition is used in a constrained version of the Stochastic EM (SEM) algorithm. Numerical experiments on real and simulated
data illustrate the good behaviour of the proposed algorithm.

EO1080: Examining service utilisation among the frail elderly using latent class analysis

Presenter:  Arthur White, Trinity College Dublin, Ireland

Co-authors: Jason Wyse

Data collected by the Irish Longitudinal Study on Ageing (TILDA) are analysed. This is a prospective cohort study which is representative of
the elderly Irish community dwelling population. Our analysis focuses on respondents aged 65 years and over who are deemed to be frail, with
variables related to the use of services such as dentistry, informal care, and hospital stay considered. Some of these variables are binary, indicating
presence or absence of use, while others are integer valued, and relate to frequency of use. While it is suspected that heterogeneity of service use
and need exists among the elderly frail in Ireland, its extent, and the services for which it is most pronounced, are poorly understood. To examine
this issue, a latent class analysis model is developed and fitted to the data. This consists of a mixture of binomial and Poisson distributions that
correspond to the relevantly valued variables. Methods for model and variable choice are examined, and the broader implications of these choices
and the resultant clusterings are discussed.

EO276 Room Bloomsbury GRAPHICAL MARKOV MODELS AND TOTALLY POSITIVE DEPENDENCES Chair: Nanny Wermuth

EO1141: Latent class analysis for multivariate binary symmetric variables with positive loadings

Presenter:  Giovanni Marchetti, University of Florence, Italy

A model for binary variables is discussed satisfying both symmetry and the latent class assumption. The strong relations between the parameters
of the model and the correlations are shown and the consequences of positive loadings are discussed.

EO1188: On MT P, distributions

Presenter: Caroline Uhler, IST Austria, Austria

We analyze distributions that are multivariate totally positive of order 2 (MT P;) and discuss various nice properties of such distributions. We
identify necessary and sufficient conditions for a conditional Gaussian distribution to be MT P, and show that any independence model generated
by an MT P, distribution is a singleton-transitive compositional semigraphoid. Finally we prove that any such MT P, distribution is faithful to its
concentration graph.

EO1167: Brownian motion tree models

Presenter:  Piotr Zwiernik, University of Genoa, Italy

Co-authors: Caroline Uhler

The Brownian motion tree model on a tree T is a special Gaussian graphical model, where the inner nodes are not observed and there is strong
positive dependence between neighbours. We will present various structural results on this highly structured model class. We will discuss ways of
estimation both when T is known and when it is unknown; one of them will be a version of the structural EM algorithm. Some of these results are
already known but we will show how a geometric and algebraic understanding can give additional insight into the estimation process.

EO1190: Some aspects of dependency in multiple time series

Presenter: David Cox, Oxford University, United Kingdom

Studies of dependencies between time series may take two broad forms. In one, the data consist of one, or a small number, of long sequences. In
the other form, which is considered, the data consist of many individually quite short series. For example, a patient may have annual clinic visits
at each of which a battery of tests is performed. Observations are thus of three broad types, intrinsic features, such as gender, then a sequence in
time of test results, often to be regarded as explanatory, and finally one or more outcome variables. Dependencies in such systems may take various
forms and some of the resulting issues of analysis and representation are outlined.

EC038 Room Gordon CONTRIBUTIONS ON SEMI- AND NON-PARAMETRIC STATISTICS Chair: Thomas Kneib

EC0242: A particular form of non-constant effect in two-stage quantile regression

Presenter: Christophe Muller, Aix-Marseille School of Economics, France

The aim is to study the fitted-value approach to quantile regression in the presence of endogeneity under a weakened form of the IV condition. In
this context, we exhibit the possibility of a particular form of non-constant effect models with the fitted-value approach, a situation often believed
to be ruled out. However, only the constant effect coefficients of the model can be consistently estimated. Finally, we discuss practical examples
where this approach can be useful to avoid misspecification of quantile models.

EC1731: Testing the difference between two quantiles from independent populations

Presenter: Martina Mittlboeck, Medical University of Vienna, Austria

Co-authors: Harald Heinzl

A test of the difference between two quantiles from independent populations may be based on an empirical distribution function estimator for the
difference of two order statistics. Properties of this test are studied by means of a simulation study. Small to moderate sample sizes, tail quantiles
and quantiles which do not coincide with the expectation of an order statistic are identified as problematic and can result in both, conservative but
also extreme liberal behavior of the test. Consequently, this statistical test should be used with care for small to moderate sample sizes. This is
especially true in areas of application where liberal statistical tests are usually not acceptable, like marketing authorization of medicines or medical
devices.

EC1749: Efficient estimation and testing of varying coefficient panel data models

Presenter: Alexandra Soberon, Universidad de Cantabria, Spain

Co-authors: Winfried Stute, Juan Manuel Rodriguez-Poo

Efficient nonparametric estimation and inference of varying coefficient panel data models is addressed. Our aim is twofold. On one hand, we
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propose a more accurate nonparametric estimator based on a pairwise differencing transformation. Later, a generalized least squares (GLS)
procedure to incorporate the information of the error covariance matrix is presented. Despite the established theory in the literature, it is shown that
the resulting feasible GLS estimator is asymptotically more efficient than the above without imposing any closeness property within groups. On
the other hand, to estimate the variance coponents we develop a new technique based on the efficient estimation of moments when distributional
assumptions such as normality of the error variables cannot be justified. Sufficient conditions for the asymptotic normality of these estimators are
given. Furthermore, an alternative test statistic is proposed to test the significance of the individual effects based on the asymptotic properties of
the estimator of the variance components. Some simulations are used to examine the finite sample performance of the proposed test statistic and
estimators. Also, to see how useful are our results, we illustrate an application about the production efficiency in the European Union’s companies.

EC1431: Semiparametric estimation for model structure discovery

Presenter: Takuma Yoshida, Kagoshima University, Japan

In the parametric regression analysis, it is important to confirm whether the model assumption is correct or not. We propose the new semiparametric
estimator to achieve this. First we obtain the parametric estimator such as the least squares method. In the second step, we apply a certain
nonparametric smoother to the residual data associated with the parametric estimator in the first step. The final estimator is constructed by
summing both the parametric and the nonparametric estimators. In the second step of our method, we use the B-spline method with group lasso
penalty. Then if the parametric model assumption is correct, the nonparametric estimator becomes to be zero function and hence the semiparametric
estimator is reduced to the parametric estimator. Thus the model structure is discovered. If not so, we obtain the semiparametric estimator and it
is known from existing results that the semiparametric estimator has better behavior than the ordinary nonparametric estimator. Consequently, the
proposed method discover the model structure and obtain the final estimator simultaneously. The proposed method can also be applied to additive
models. For additive models, we use the adaptive group lasso penalty in the second step estimation to assess the different weight to different
additive component. We introduce the method, its asymptotic properties and the numerical study.

EG123 Room G21A CONTRIBUTIONS ON NETWORKS Chair: Yi Yu

EC1583: Modeling measurement error via non parametric Bayesian belief nets

Presenter: Paola Vicard, University Roma Tre, Italy

Co-authors: Daniela Marella

Measurement error is the difference between the value provided by the respondent and the true (but unknown) value. It is sometimes defined as
observation error, since it is related to the observation of the variable at the data collection stage. The problem of measurement error in financial
assets is studied. The measurement error is modeled by means of non parametric Bayesian belief networks, that are graphical models expressing
the dependence structure through bivariate copulas associated to the edges of the graph without introducing any distributional assumption. A new
error correction procedure based on non parametric Bayesian belief networks is proposed. Measurement error modeling and microdata correction
are illustrated by means of an application to the Banca d’Italia Survey on Household Income and Wealth 2008. The measurement model and its
parameters have been estimated via a validation sample. The sensitivity of the conditional distribution of the true value given the observed one to
different evidence configurations is analysed.

EC1781: Dynamics of networks: The mean field approach for probabilistic cellular automata on random and small-world graphs
Presenter: Lourens Waldorp, University of Amsterdam, Netherlands

Co-authors: Jolanda Kossakowski

We describe the dynamics of networks using one-dimensional discrete time dynamical systems theory obtained from a mean field approach to
(elementary) probabilistic cellular automata (PCA). Often the mean field approach is used on a regular graph (a grid or torus) where each node
has the same number of edges and the same probability of becoming active. We consider elementary PCA where each node has two states (two-
letter alphabet): ‘active’ or ‘inactive’ (0/1). We then use the mean field approach to describe the dynamics of a random graph and a small-world
graph. The mean field can now be viewed as a weighted average of the behaviour of the nodes in the graph, since the behaviour of the nodes is
determined by a different number of edges. The mean field predicts (pitchfork) bifurcations and in some settings chaotic behaviour can be seen.
The application we have in mind is that of psychopathology. A mental disorder can be viewed as a network of symptoms, each symptom influencing
other symptoms. For instance, lack of sleep during the night could lead to poor concentration during the day, which in turn could lead to lack of
sleep again by worrying that your job may be on the line. The symptom graph is more likely to be a small-world than a grid. The mean field
approach then allows possible explanations of ‘jumping’ behaviour in depression, for instance.

EC1675: Estimating exponential random graph models for large networks

Presenter:  Alberto Caimo, University of Lugano, Switzerland

The exponential random graph model (ERGM) is a statistical model for analysing social networks. However, estimating ERGM parameters is
a computationally intensive procedure that imposes severe limits on the size of networks that can be fitted. Recently, it has been shown that
conditional estimation can be used to estimate ERGM parameters by estimating parameters for smaller conditionally independent subsets of the
network. Snowball sampling can be used to generate such subsets. A large number of relatively small samples can be estimated in parallel, taking
advantage of parallel computing to allow estimation of much larger networks than previously possible.

EC1541: Corrected network measures

Presenter: Vladimir Batagelj, IMFM, Slovenia

We discuss two well-known network measures: the clustering coefficient of a node and the overlap weight of an edge. For both of them it turns
out that they are not very useful for data analytic task to identify important elements of a given network. The reason for this is that they attain the
largest values on “complete” subgraphs of relatively small size - they are more probable to appear in a network than that of larger size. We show
how their definitions can be corrected in such a way that they give the expected results. We illustrate the proposed corrected measures by applying
them on some real-life networks using a Pajek program.

EG099 Room SH349 CONTRIBUTIONS ON INDEPENDENCE AND DISTANCE-BASED METHODS Chair: Xiangrong Yin

EC1600: Estimating the Zolotarev distance to the class of exponential distributions

Presenter: Amparo Baillo, Universidad Autonoma de Madrid, Spain

Co-authors: Javier Carcamo

The exponential distribution is one of the most important and widely used distributions in statistical applications. Knowing the distance from a
positive random variable X to the exponential class E would assess if it is reasonable or not to assume an exponential model as an approximation
to the unknown probability distribution of X. We study the asymptotic behaviour of a plug-in estimator of a normalized version of the Zolotarev
distance between X and . Its performance in practice has been checked via simulations and the analysis of real data sets.
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EC0565: Calibration estimator with new distance functions

Presenter: M G M Khan, The University of the South Pacific, Fiji

Calibration is a method of adjusting the original design weights that increase the precision of the estimates of a characteristic incorporating the
known population parameters of auxiliary variables. In order to minimize a given distance measure, the calibration weights are chosen satisfying the
constraints related to the available auxiliary information. In survey sampling, many authors have defined calibration estimators by using different
constraints and a chi-square type distance function. For stratified random sampling design, we review the calibration approach and propose some
new calibration estimators of population mean using new distance functions by varying calibration constraints. A numerical study was carried out
to compare the performance of the proposed estimators with the existing calibration estimators. It revealed that the proposed calibration estimators
are useful in increasing the precision of the estimates.

ECO0700: A new measure for testing independence

Presenter:  Qingcong Yuan, University of Kentucky, United States

Co-authors: Xiangrong Yin

A new measure for testing independence between two random vectors is introduced. Our measure differs from that of distance covariance, by using
expected conditional difference of characteristic functions. We propose one empirical version by slicing on one of the random vectors. We show
that this particular version is equivalent to DISCO. This empirical measure is based on certain Euclidean distance. Its properties, asymptotics and
applications in testing independence are discussed. Implementation and Monte Carlo results are also presented.

EC1747: A general approach to orthonormal coordinate representation of compositional tables

Presenter: Kamila Facevicova, Palacky University Olomouc, Czech Republic

Co-authors: Karel Hron

Compositional tables can be considered as a continuous counterpart to the well-known contingency tables. Accordingly, their cells, containing
in general positive real numbers rather than just counts, carry relative information about relationships between two factors. As a consequence,
compositional tables can be considered as a special case of (vector) compositional data. Since the standard analytical methods are not suitable for
this kind of data, compositions are popularly expressed in the orthonormal coordinates using sequential binary partition. Even though the resultant
coordinates (balances) are well interpretable in sense of logratio between two groups of parts, they do not respect the two-dimensional nature of
compositional tables and the information about relationship between factors is thus not preserved. The aim is to present an alternative system of
orthonormal coordinates with respect to the Aitchison geometry, which enables analysis of independence of factors. Moreover, it has an intuitive
interpretation due to consisting partly of balances between whole rows (columns) and partly of logarithms of odds ratios, which are popularly
applied also for description of relations within contingency tables. Finally, the new coordinate system enables to process a sample of compositional
tables and thus it represents a possible alternative to loglinear models.

EP653 Room Macmillan Hall and Crush Hall POSTER SESSION I Chair: Francisco Torres-Ruiz

EP1370: Cross validating extensions of kernel, sparse or regular partial least squares regression models to censored data

Presenter: Frederic Bertrand, Universite de Strasbourg, France

Co-authors: Philippe Bastien, Myriam Maumy-Bertrand

When cross-validating standard or extended Cox models, the commonly used criterion is the cross-validated partial loglikelihood using a naive or a
van Houwelingen scheme. Quite astonishingly, we will show, using a strong simulation study involving three different data simulation algorithms,
that these two methods fail with the extensions, either straightforward or more involved ones, of partial least squares regression to the Cox model.
This is quite an interesting result for at least two reasons. Firstly, several nice features of PLS based models, including regularization, interpretability
of the components, missing data support, biplots of individuals and variables -and even parsimony for SPLS based models-, account for a common
use of these extensions by statisticians who usually select their hyperparameters using cross-validation. Secondly, they are almost always featured
in benchmarking studies to assess the performance of a new estimation technique used in a high dimensional context and often show poor statistical
properties. We carried out a vast simulation study to evaluate more than a dozen of potential cross-validation criteria, either AUC or prediction
error based. Several of them lead to the selection of a reasonable number of components. Using these newly found cross-validation criteria to
extensions of partial least squares regression to the Cox model, we performed a benchmark reanalysis that showed enhanced performances of these
techniques.

EP1393: Certainty bands for the conditional cumulative distribution function and applications

Presenter: Myriam Maumy-Bertrand, Universite de Strasbourg, France

Co-authors: Sandie Ferrigno, Bernard Foliguet, Aurelie Muller-Guedin

We establish uniform asymptotic certainty bands for the conditional cumulative distribution function. To this aim, we give exact rate of strong
uniform consistency for the local linear estimator of this function. The corollaries of this result are the asymptotic certainty bands for the quantiles
and the regression function. We illustrate our results with simulations and an application on fetopathologic data.

EP1445: Stopped sum model variants

Presenter:  'Wan Jing Low, University of Wolverhampton, United Kingdom

Co-authors: Paul Wilson, Mike Thelwall

Stopped sum models have been used to model damage processes, risk assessments, and branching processes in ecology. They use a two stage
process with the second generation depending upon the numbers in the first generation, where the generations may follow the same or different
distributions. This could apply to biological populations, for example, where the second generation is the offspring of the first generation. We
propose two stopped sum model variants. Unlike the standard stopped sum model, which only models the second generation of a population
process, these variants consider the sum of both generations. We consider the cases where both generations are Poisson distributed, or one is
Poisson and the other is negative binomial. These stopped sum variant models are fitted to citation count and other data and compared with more
standard models. The results show that the new variants have a superior fit in some cases compared to more standard models, for example, negative
binomial, discretised lognormal and Neyman type-A.

EP1523: Optimal filtering algorithm with stochastic nonlinearity, random parameter matrices, sensor delays and correlated noises
Presenter:  Josefa Linares-Perez, Universidad de Granada, Spain

Co-authors: Raquel Caballero-Aguila, Aurora Hermoso-Carazo

The estimation problem in sensor network stochastic systems has become an important research topic in the last years due to their wide applications.
Usually in practice, these systems are influenced by additive nonlinear disturbances and the communication capacity limitations and unreliable net-
work characteristics may yield transmission uncertainties. Such nonlinear disturbances and uncertainties may depend on the network conditions
which often change randomly. The sensor network system involves simultaneously random parameter matrices, stochastic nonlinear disturbances,
and correlated noises in the state-space model, as well as randomly delayed measurements in the transmission. The stochastic nonlinearity is de-
scribed by statistical means; these stochastic nonlinear functions encompass different types of nonlinearities that have been considered in stochastic
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systems, such as state-multiplicative noises or vectors dependent on the norm of the state. The process noise and all the sensor measurement noises
are one-step autocorrelated, and the process noise and different sensor noises are two-step cross-correlated. The random delay phenomenon is
modelled by a different sequence of Bernoulli variables in each sensor. Using an innovation approach, the centralized least-squares linear filter is
designed by a recursive algorithm. A simulation example is given to illustrate the feasibility of the proposed filtering algorithm.

EP1525: A non-homogeneous Gompertz process with jumps as model of tumor dynamics

Presenter: Francisco Torres-Ruiz, Granada, Spain

Co-authors: Virginia Giorno, Patricia Roman-Roman, Serena Spina

We consider a stochastic model of cancer growth subject to an intermittent treatment leading to a reduction in tumor size but producing an increase
in the growth rate. The considered model is based on a non-homogeneous Gompertz stochastic diffusion process with jumps, representing an
application of a therapy that shifts the cancer mass to a return state. Nevertheless, the successive application of the therapy produces an increase
in the growth rate. This increase is represented in the model by the inclusion of time functions depending on the cycle of application of the
therapy. The resulting process consists in a combination of different non-homogeneous Gompertz diffusion processes for which the estimation of
the parameters is provided when the time functions modeling the growth rate is known, as well as the estimation of these functions in the unknown
case. Some simulations are performed to illustrate the validity of the proposed procedure.

EP1622: Fusion fixed-point smoothing in systems with random losses and correlated noises

Presenter: Maria Jesus Garcia-Ligero, Universidad de Granada, Spain

Co-authors: Aurora Hermoso-Carazo, Josefa Linares-Perez

In the transmission of measurement data in sensor networks, errors frequently occur, due, for example, to intermittent failures in the observation
mechanism or limited battery energy. These errors can lead to the loss of data, or packet dropouts, which are inherently random. An appropriate way
to address this problem is to use the last measurement received, if the measurement in the current time is not available, which is usually modeled
using Bernoulli random variables sequences. The aim is to study the least-squares linear fixed-point smoothing problem from measurements coming
from different sensors with random losses modeled by independent Bernoulli random variables with different characteristics for each sensor. We
also assume that the noises of the observations are correlated; this assumption, that generalizes the usual independence hypothesis, appears in many
real problems and, hence, this consideration is receiving great interest in recent years. Under these assumptions, and considering that the state-
space model of the signal is not fully available, a fusion smoothing algorithm is derived from the information provided by the first and second-order
moments of the processes involved in the observation model.

EP1522: Multi-sensor fusion filtering problems with random measurement matrices, cross-correlated noises and packet dropouts
Presenter: Aurora Hermoso-Carazo, Universidad de Granada, Spain

Co-authors: Josefa Linares-Perez, Raquel Caballero-Aguila

In recent years, the use of random matrices in research on fusion estimation problems of networked systems has gained great interest since they arise
in many situations involving stochastic sensor gain degradation, measurement multiplicative noises or missing measurements. Furthermore, sensor
networks usually produce communication random packet losses which could degrade the network performance. We address the centralized and
distributed fusion filtering problems of discrete-time signals using measurements perturbed by random parameter matrices, which are transmitted
by different sensors subject to random packet dropouts. Different white sequences of Bernoulli random variables with known probabilities are used
to model the potential packet dropouts. Moreover, the fairly conservative assumption that the measurement noises are uncorrelated is weakened
and it is assumed that all the sensor noises are one-step autocorrelated and different sensor noises are one-step cross-correlated. Using covariance
information, a recursive algorithm for the centralized least-squares linear filter is derived by an innovation approach. Also, local least-squares
linear filters based on the measured data of each sensor are obtained and the distributed fusion method is then used to obtain a fusion filter as the
matrix-weighted sum of such local estimators that minimizes the mean squared estimation error.

EP1515: Distributed fusion signal filter from uncertain observations subject to random transmission delays and packet dropouts
Presenter: Raquel Caballero-Aguila, University of Jaen, Spain

Co-authors: Aurora Hermoso-Carazo, Josefa Linares-Perez

Fusion estimation problems in networked systems have become an interesting research area due to the increasing use of sensor networks, where
the measured data from the different sensors must be combined to address the estimation problem. The unreliable network characteristics can yield
only-noise measured outputs (uncertain observations) and, also, due to the communication channel imperfections, delays and/or packet dropouts
can randomly occur during the data transmission to the fusion center. The distributed fusion signal filtering problem is investigated from uncertain
observations with random transmission delays and packet dropouts. These mixed random uncertainties are modeled by different sequences of
Bernoulli random variables in each sensor. First, using an innovation approach, local least-squares filtering estimators, together with their error
covariance matrices, are obtained by recursive algorithms without requiring the state-space model generating the signal, but only the mean and
covariance functions of the signal and observation noises as well as the uncertainty probabilities. Second, the cross-covariance matrices of the
filtering errors between any two local estimators are determined. These covariances, together with the local filters and their error covariance
matrices are then merged to determine the optimal distributed matrix-weighted fusion estimator in the linear minimum variance sense.

EP1640: Bayesian estimation of a GARCH(1,1) model with asymmetric Student—7 innovations

Presenter:  Jacinto Martin Jimenez, Universidad de Extremadura, Spain

Co-authors: Lizbeth Naranjo Albarran, Carlos Javier Perez, Amparo Rubio Leal

The Autoregressive Conditional Heteroscedastic (ARCH) model is a time series model that deals with changing volatility, exhibiting a non constant
variance structure. The ARCH model often requires many parameters to adequately describe the volatility process of financial data. This extension
is named the Generalized ARCH (GARCH) model. An extension of the GARCH(1,1) model under Bayesian methodology is proposed. In order
to handle asymmetry and heavy tails properties in the volatility process, an asymmetric Student—¢ (AST) distribution is used. The AST family can
successfully handle both symmetric/asymmetric and heavy tails simultaneously. Even more, the distributions can fit each tails separately. The idea
of using a scale mixture of normal representation of the AST distribution is aimed to derive efficient Markov chain Monte Carlo methods, which
allow to explore the joint posterior distribution of the model parameters.

EP1642: Asymptotic theory of elliptical moment based extreme value index estimators

Presenter:  Yves Dominicy, Universite libre de Bruxelles, Belgium

Co-authors: Matias Heikkila, Pauliina Ilmonen

We extend two extreme value index estimators, namely the moment estimator and the mixed moment estimator, to an elliptical setting. We will
make use of the results previously developed regarding the so-called ‘Multivariate Hill estimators’, in order to define the new multivariate extreme
value index estimators and to prove their asymptotic theory. These new multivariate extreme value index estimators for a regular varying elliptical
random vector are based on the distance between a tail probability contour and the observations outside this contour. We also discuss the advantages
and disadvantages of those estimators in comparison with the multivariate Hill estimators.
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EP1684: New developments of sparse PLS regressions

Presenter:  Jeremy Magnanensi, University of Strasbourg, France

Co-authors: Myriam Maumy-Bertrand, Nicolas Meyer, Frederic Bertrand

Processes based on the so-called Partial Least Squares (PLS) regression, which recently gained much attention in the analysis of high-dimensional
genomic datasets, were recently developed to perform variables selection. Most of these processes rely on some tuning parameters that are
usually determined by Cross-Validation (CV), which raises important stability issues. We developed a new dynamic bootstrap based PLS process
for significant predictors selection, suitable for both PLS regression and its extension to Generalized Linear (GPLS) regression frameworks. It
depends on a single tuning parameter, the number of components, which is determined by bootstrap, avoiding the use of CV. We also developed an
adapted version of the Sparse PLS (SPLS) and SGPLS regression processes, using bootstrap for the determination of the numbers of components.
We benchmarked their variable selection accuracy, as well as their stability concerning the tuning parameters and their predictive ability. This
benchmarking is performed on simulations for PLS framework and on real microarray gene expression datasets for PLS-logistic classification.

EP1725: Using tree-based sampling algorithms in hidden Markov models

Presenter:  Dong Ding, Imperial College London, United Kingdom

Co-authors: Axel Gandy

A recently proposed algorithm called divide-and-conquer sequential Monte Carlo splits a probabilistic model into small parts, samples the particles
independently in these parts and subsequently merges the particles in a tree structure. A hidden Markov model is a stochastic process where the
hidden process is a Markov process and the observations are independent given the hidden states. We investigate using the divide-and-conquer
sequential Monte Carlo algorithm in such models. We investigate how it can be used for standard particle filtering, particle smoothing and
sampling from the joint distribution of the hidden states given all the observations. We use two algorithms to generate and merge the samples. In
both algorithms, we first run a standard bootstrap particle filter. The first approach uses the samples from the particle filter directly and the second
approach constructs a parametric approximation. We study adaptive methods for improving the initial and the intermediate target distributions in
the tree. We illustrate the performance in a simulation study.

EP1748: Inference for censored mixture data applied to wood fibre length estimation

Presenter: Konrad Abramowicz, Umea University, Sweden

Co-authors: Sara Sjostedt de Luna

Wood fibre (tracheid) length is an important trait targeted for genetic and silvicultural improvement. Such studies require large-scale non-destructive
sampling, and accurate length determination. We consider data from cylindric wood samples (increment cores) of 5 mm diameter, considered to be
a non-destructive sampling method. The sample contains both cut and uncut fibres and other cells, the so-called fines. The lengths are measured
by an automatic fibre-analyser, which is not able to distinguish fines from fibres and cannot tell if a cell has been cut. The data thus come from a
censored version of a mixture of the fine and fibre length distributions in the tree. Taking into account the censoring induced by the increment core,
the fibre and fine length distributions in the tree may be estimated under lognormal assumptions via a recently proposed consistent EM algorithm.
We build on these results to handle the more flexible Generalized Gamma distributional assumptions. Standard inferential procedures use weighted
averages of all observed cell lengths in the core to obtain point estimates of the mean fibre length. Based on real data from Norway spruce trees,
we compare the performance of these methods with true length distributions inferred from microscopy measurements.

EP1776: Experimental design to discriminate between models

Presenter:  Elvira Delgado-Marquez, University of Castilla - la Mancha, Spain

Co-authors: Mariano Amo-Salas, Jesus Lopez-Fidalgo, Lenka Filova

During the discharge of a two-dimensional silo, the flow of grains through an opening is arrested if the size of the outlet is not large enough. In
the outpouring of grains, jamming occurs due to the formation of an arch at the outlet. After breaking the arch, the grains fall until a new arch is
formed. Several models have been proposed to explain this process. D-optimal designs have been computed for four models, two with 2 unknown
parameters and two with 3 unknown parameters. In addition, using the methodology of KL-optimality, optimal designs for discriminating between
models have been computed.

EP1730: Optimal estimation and sampling allocation in survey sampling under a general correlated superpopulation model

Presenter: Ioulia Papageorgiou, Athens University of Economics and Business, Greece

The aim is to contribute on the problem of sampling from autocorrelated populations. Assuming an autocorrelation among the population units
we focus on deriving an efficient sample allocation and its resulting statistical inference about the population parameters. Both stages of sampling
and inference incorporate the existing correlation. The optimal sample allocation is closely related with the type of correlation and therefore is a
problem with no unique answer. The proposed methodology can cover any type of correlation function among the units. It is based on a continuous
approximation of finite sums, is practically feasible and not computationally expensive. The result includes the sampling allocation that ensures
optimal efficiency of the population parameters estimates and the expressions of the estimates and their mean square error. The gain in efficiency
if the correlation type is taken into account is significant, and it is shown by a number of experiments with simulated data sets. An application
in quality control with correlated measurements is also presented, aiming to exhibit the advantage of the proposed methodology over standard
techniques that do not take into account the present correlation.

EP1742: Analysis of kinematic data using functional-on-scalar linear models

Presenter: Lina Schelin, Umea University, Sweden

Co-authors: Charlotte Hager

We present a distribution-free procedure for testing a functional-on-scalar linear model with fixed effects, based on the interval testing procedure.
It does not only test the global hypothesis on the entire domain, but also selects the intervals where statistically significant effects are detected.
The proposed tests are provided with an asymptotic interval-wise control of the family-wise error rate, i.e. the probability of falsely rejecting
any interval of true null hypotheses. The methodology is applied to kinematic data from a long-term follow-up study after injury of the anterior
cruciate ligament. This injury to the knee is common worldwide, and frequently occurring in sports. There is still no evidence which treatment
(surgery in combination with physiotherapy or physiotherapy alone) that works best, especially in the long term. 3D-motion systems are used to
collect information during functional assessments (e.g., jumps), in order to evaluate long-term treatment effects. The presented methodology is
used to compare kinematic data from three groups of individuals, with the possibility to take individual-specific covariates into account. Using
the methodology we can detect intervals during the jump where we have an effect of groups and/or covariates, adding valuable information to the
commonly used traditional univariate analyses.

EP1495: Sparse predictive modeling for bank telemarketing success using smooth-threshold estimating equations

Presenter:  Yoshinori Kawasaki, The Institute of Statistical Mathematics, Japan

Co-authors: Masao Ueki

We attempt to build and evaluate several predictive models to predict success of telemarketing calls for selling bank long-term deposits using a
publicly available data from a Portuguese retail bank collected from 2008 and 2013. The data include multiple predictor variables, either numeric

© CFE and CMStatistics networks. All rights reserved. 49



Saturday 12.12.2015 14:25 - 16:05 CFE-CMStatistics 2015 Parallel Session E — CFE-CMStatistics

or categorical, related with bank client, product and social-economic attributes. Dealing with a categorical predictor variable as multiple dummy
variables increases model dimensionality and redundancy in model parameterization must be of practical concern. This motivates us to assess
prediction performance with more parsimonious modeling. We apply contemporary variable selection methods with penalization including lasso,
elastic net, smoothly-clipped absolute deviation, minimum concave penalty as well as the smooth-threshold estimating equation. In addition to
variable selection, the smooth-threshold estimating equation can achieve automatic grouping of predictor variables, which is an alternative sparse
modeling to variable selection and could be suited to a certain problem, e.g., dummy variables created from categorical predictor variable. Predictive
power of each modeling is assessed by repeating cross-validation experiments or sample splitting, one for training and another for testing.

EP1542: Functional data analysis approach of Mandel / and £ statistics in interlaboratory tests

Presenter:  Javier Tarrio-Saavedra, Universidade da Coruna, Spain

Co-authors: Miguel Flores, Salvador Naya, Ruben Fernandez Casal

The Interlaboratory Tests (ILT) are defined as the statistical quality control process used to evaluate the precision and consistency of the test results
obtained using a well-defined experimental procedure. They are performed using the same specific controlled material and tested by different
laboratories. To identify the laboratories that provide results significantly different from the others, the use of 4 and kK Mandel statistics is proposed
by the ASTM E691. The  statistic measures the inter-laboratories consistency by comparing the replicate averages with the overall average: higher
h absolute value involves less consistency. Moreover, the k statistic provides information about the intra-laboratory consistency by comparing the
replicate standard deviations with respect to the repeatability standard deviation. But many types of experimental results in analytical chemistry are
functional and using univariate tools some information could be obviated. Thus, Functional Data Analysis (FDA) approaches of & and k statistics
are presented to deal with functional experimental data. Both functional statistics are estimated using bootstrap resampling and characteristic
graphics are obtained. Results are compared with those obtained by the univariate techniques. Real and simulated data related to thermal analysis
are obtained in order to know the performance of the proposed FDA # and k statistics.

EC1540: Reliability of materials through the TTS R library

Presenter: Salvador Naya, University of A Coruna, Spain

Co-authors: Antonio Meneses, Javier Tarrio-Saavedra

The TTS R library has been developed to estimate the behavior of materials under thermal and mechanical loads. It provides the prediction
of viscoelastic properties such as modulus at short and long observation times through time temperature superposition (TTS) principle. TTS is
used to estimate mechanical properties of linear viscoelastic materials from known properties at a reference temperature. The hypothesis that all
curves present the same characteristic time variation and shape with temperature is assumed. Previous models are implemented to modulus curves
obtained at different temperatures to estimate the shift factors. The master curve is obtained from shift factors and it provides viscoelastic properties
estimates at times different from the experimental. In addition, a newer method for obtaining the shift factors based on the study of the derivatives
of viscoelastic properties is presented and implemented in the TTS package. The resulting shift factors provide smooth master curves applying
Bsplines.

EC1645: Model selection problem in wavelet shrinkage and wavelet nonparametric estimation of correlated functional data

Presenter: Maria Pilar Frias Bustamante, University of Jaen, Spain

Co-authors: Maria Dolores Ruiz-Medina

Wavelet-based estimation methodologies have been traditionally applied in the nonparametric setting, e.g., probability density estimation, in the
resolution of filtering problems, and in the parametric setting, for definition of log-wavelet regression estimators, among others. However, the
associated model selection problem has not been studied in depth yet. Particularly, special attention must be paid to the wavelet basis selection
problem, and the resolution level selection problem (related with the so-called bandwidth parameter selection problem). The aim is to address
these problems attending to the local regularity of the functional dataset analyzed, their spatial or temporal correlation, and the density in space or
time of the functional observations. We illustrate the results obtained in terms of two functional datasets displaying very different local regularity
properties and correlation structure, as well as with different spatial and temporal distributions, affecting in a decisive way the kind of interpolation
methods to be applied. These two datasets are related to two fields of application: on the one hand, we address the wavelet-based shrinkage, and
wavelet non-parametric estimation of brain cancer maps, and, on the other hand, we perform the wavelet shrinkage, and wavelet nonparametric
estimation of ocean surface temperature maps. Final comparative conclusions are then conducted.

EP1625: Evolution of HIV diagnoses in AIDS patients
Presenter: Ana Lara-Porras, Granada, Spain

To analyze the evolution of HIV / AIDS is one of the most important aspects to consider in health policies to prevent this disease. The indicative
systems of HIV infection are not easy to determine. The infected patient is introduced into a process in which cellular immunity is deteriorated
gradually until appearing diseases indicative of AIDS as the final phase of the infectious process. It exists a large number of drugs that has managed
to increase the life expectancy of HIV infected patients. Our interest is to know the influence of different features in the variable survival time
with AIDS. This analysis will let determine variables that are influential to prolong the lives of AIDS patients. Variables that are registered by
the Andalusian Register of AIDS cases are described. 5875 records between 1992-2013 are considered and the relations between them have been
analyzed.

EP1850: Data-adaptive estimation of time-varying spectral densities

Presenter:  Anne van Delft, Maastricht University, Netherlands

Co-authors: Michael Eichler

A data-adaptive approach for spectral density estimation of nonstationary processes. Estimation of time-dependent spectra commonly proceeds by
means of local kernel smoothing. The performance of these nonparametric estimators depends however crucially on the smoothing bandwidths
that need to be specified in both time and frequency direction. The objective is to construct local spectral density estimates where the respective
smoothing kernels are iteratively adapted to the data at hand. The main idea, inspired by the concept of propagation-separation, is to describe the
largest local vicinity of every design point in the time-frequency plane over which smoothing is justified by the data. Our method circumvents the
problem of optimal bandwidth selection in the strict sense without imposing additional assumptions. The procedure permits full flexibility for the
degree of smoothing and automatically adjusts for structural breaks in the time-dependent spectrum.

50 © CFE and CMStatistics networks. All rights reserved.



Saturday 12.12.2015 16:35 - 18:40 CFE-CMStatistics 2015 Parallel Session F — CFE-CMStatistics

Saturday 12.12.2015 16:35 - 18:40 Parallel Session F — CFE-CMStatistics

CI018 Room Senate SPECIAL SESSION ON BOOTSTRAP INFERENCE Chair: Jean-Pierre Urbain

CI0665: A discrete model for bootstrap iteration

Presenter:  Russell Davidson, McGill University, Canada

In an attempt to free bootstrap theory from the shackles of asymptotic considerations, the aim is to study the possibility of justifying, or validating,
the bootstrap, not by letting the sample size tend to infinity, but by considering the sequence of bootstrap p—values obtained by iterating the
bootstrap. The main idea is that, if this sequence converges to a random variable that follows the uniform U (0, 1) distribution, then the bootstrap
is valid. The idea is studied by making the model under test discrete and finite, so that it is characterised by a finite three-dimensional array of
probabilities. This device, when available, renders bootstrap iteration to any desired order feasible. It is used for studying a unit-root test for a
process driven by a stationary MA(1) process, where it is known that the unit-root test, even when bootstrapped, becomes quite unreliable when
the MA(1) parameter is in the vicinity of —1. Iteration of the bootstrap p—value to convergence achieves reliable inference except for a parameter
value very close to —1. We then endeavour to see these specific results in a wider context, and try to cast new light on where bootstrap theory may
be going.

CI0802: Bootstrap inference for VAR models under rank uncertainty

Presenter: Stephan Smeekes, Maastricht University, Netherlands

Co-authors: Lenard Lieb

In impulse response analysis using VAR models it is common to construct confidence intervals using bootstrap techniques. However, in many
practical applications, uncertainty regarding the true (unknown) cointegration rank is typically ignored, and impulse responses and their confidence
intervals are constructed as if the cointegration rank were known, whether the rank has been estimated or simply assumed to be equal to a certain
rank. Recently many methods have been proposed to robustify impulse responses to an unknown rank or order of integration. These studies
however do not consider how the bootstrap is affected when constructing confidence intervals. We therefore investigate how bootstrap inference
for VAR models, such as used for impulse response analysis, is affected by a misspecified cointegration rank. We derive theoretical results on the
asymptotic validity of the bootstrap in this setting, and analyze finite sample effects through Monte Carlo simulation. This allows us to quantify
how serious the problems are for empirical work if the uncertainty regarding the rank is ignored. We also consider modifications of the bootstrap
that provide better guard against misspecification of the cointegration rank. Finally our results are illustrated with an empirical example.

CI1602: Dependent wild bootstrap for the empirical process and von Mises-statistics

Presenter: Michael H Neumann, Friedrich Schiller University, Germany

Many important quantities in statistics can be written as a functional of the empirical process. Von Mises (V-) statistics appear as approximations
of test statistics of Cramer-von Mises-type. It will be shown how modifications of the dependent wild bootstrap, which was originally introduced
for smooth functionals of the sample mean, can be used for bootstrapping the empirical process and degenerate V-statistics of dependent random
variables. Consistency of the bootstrap approximations is proved under minimal conditions.

CO0438 Room G21A LARGE DIMENSIONAL PANEL MODELS Chair: Xun Lu

CO0188: Determining the number of groups in latent panel structures with an application to income and democracy

Presenter:  Xun Lu, Hong Kong University of Science and Technology, China

A latent group panel structure where the number of groups is unknown and has to be determined empirically is considered. We propose a testing
procedure to determine the number of groups. Our test is a residual-based LM-type test. We show that after being appropriately standardized, our
test is asymptotically normally distributed under the null hypothesis of a given number of groups and has power to detect deviations from the null.
Monte Carlo simulations show that our test performs remarkably well in finite samples. We apply our method to study the effect of income on
democracy and find strong evidence of heterogeneity in the slope coefficients. Our testing procedure determines three latent groups among eighty
two countries.

CO0658: Estimation of principal functional coefficient models for longitudinal data

Presenter: Degui Li, University of York, United Kingdom

The estimation of the functional coefficient longitudinal data models is studied. In order to achieve dimension reduction for the nonparametric
functional coefficients and improve the estimation efficiency, we introduce a novel semiparametric estimation procedure which combines a principal
component analysis of the functional coefficients and a Cholesky decomposition of the within-subject covariance matrices. Under some regularity
conditions, we derive the asymptotic distribution theory for the proposed semiparametric estimators and show that the efficiency of the estimation
of the (principal) functional coefficients can be improved when the within-subject covariance structure is correctly specified. Furthermore, we apply
two approaches to consistently estimate the autoregressive coefficients in the Cholesky decomposition, which help avoid a possible misspecification
of the within-subject covariance structure and ensure the efficiency improvement for the estimation of the (principal) functional coefficients.
Some numerical studies including Monte Carlo experiments and an empirical application show that the developed semiparametric method works
reasonably well in finite samples.

CC1093: Semiparametric trending regression for unbalanced panel data with application to realized volatility

Presenter:  Alev Atak, City University London, United Kingdom

A methodology is outlined for developing a semiparametric panel data model to describe the realized volatility and the trend in monthly dataset of
US equity returns by using the Center for Research in Security Prices (CRSP) while relinquishing the assumption of global stationarity. We allow
the trend to evolve in a nonparametric way, with an unknown smooth function. While we first provide idiosyncratic trends for each individual
i, we aim to test for the common trends assumption based on a measure of nonparametric goodness-of-fit test before imposing it. We propose a
semiparametric profile likelihood approach to estimate the model. We assume an asymptotic framework in which 7 is large; but not necessarily N.

CC1680: Generalized least squares estimation of panel with common shocks

Presenter: Marco Avarucci, University of Glasgow, United Kingdom

Co-authors: Paolo Zaffaroni

The estimation of linear regression such as ¥; = X;B;o + u; is considered, where ¥; = (y;1,...yir)’" is a Tx1 vector of dependent variables, X; is a
T x K matrix of regressor and By are individual-specific parameters. The innovation u; = (1, ...,u;7)" has a factor structure u; = Fb; + ¢;, for a
TxM matrix of latent factors F = (fi,..., fr)’ with loadings b; and e; = (e;1,...,e;7)" is a vector of idiosyncratic innovations. A factor structure
in both the innovation u; and the regressors X; can make the ordinary least squares estimator inconsistent for the true regression coefficients. To
overcome this problem, we propose a GLS-type estimator. The procedure can be summarized as follows: (i) Obtain the 7' x 1 vector of residuals #;

by OLS. (ii) Construct the 7' x T variance covariance matrix W = N 1 Zf.\': 1 12,12; (iii) Compute the GLS estimator using the matrix W. We show that,
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if 72 /N approaches zero for T, N diverging to infinity, the GLS estimator is consistent and asymptotically normal. This result is due to an important
insight, namely the existence of a form of asymptotic orthogonality between the latent factor F' and inverse of W. This result holds despite the
inconsistency of the OLS and does not require a preliminary estimate of the factor or a priory knowledge of their number.

CC1784: Canonical correlation analysis of panel VEC models

Presenter:  Piotr Keblowski, University of Lodz, Poland

The focus is on performance of the fully parametric system estimators of long-run relationships in the panel vector error correction framework
that are based on eigenvalue problem. Therefore, we compare performance of Box-Tiao levels canonical correlation analysis with the classical
approach proposed by Johansen in the panel data setting. The panel VEC model is considered with different sets of restrictions on the system’s
structure. Therefore, it is consecutively allowed that (i) cross-sectional dependence in the error terms occurs, (ii) there is interaction of the short-
run dynamics between cross-sections, (iii) there is interaction of the error-correction terms between cross-sections. The results for the individual
time-series analyses, where cross-sections are assumed to be independent, are related to the results of the panel analysis. It is showed that there
is a trade-off between the dimensionality effect which is well known from the standard time-series analysis and efficiency gains, which are due to
cross-sectional dependencies. However, if there is a common cointegration rank and significant cross-sectional relationships, then the results of the
MLE of long-run parameters in panels usually outperform the results for the standard time-series analyses, where cross-sections are assumed to
be independent. Moreover the performance of the MLE of long-run parameters in the panel VEC is enhanced if the cross-sections share the same
long-run structure.

CO456 Room Woburn INFLATION ANALYSIS AND FORECASTING Chair: Till Strohsal

C00226: Analysis of aggregated inflation expectations based on the ECB SPF survey

Presenter: Maritta Paloviita, Bank of Finland, Finland

The aim is to examine aggregated inflation expectations based on the ECB Survey of Professional Forecasters (ECB SPF). The focus of the analysis
is on possible impacts of changing panel composition on aggregated short and long term point forecasts. We also investigate corresponding forecast
uncertainties, which are based on subjective probability distributions. We compare changes in aggregated forecasts in the original unbalanced panel
data with aggregated forecast changes based on a set of sub-panels of fixed composition. We also construct lower and upper bounds around aggre-
gated forecast revisions. Our results indicate that the unbalanced panel data do not cause systematic distortions to aggregated survey information,
but there are some minor differences between alternative survey aggregates, which are not necessarily non-negligible from the monetary policy
point of view. We provide evidence that both micro and macro level analysis of the ECB SPF survey information is needed, especially in times of
wide disagreement across forecasters and high levels of inflation uncertainty.

CO0216: How oil price forecast errors impact inflation forecast errors

Presenter:  Frederique Bec, THEMA University of Cergy-Pontoise and CREST, France

Co-authors: Annabelle De Gaye

The aim is to propose an empirical investigation of the impact of oil price forecast errors on inflation forecast errors for two different sets of recent
forecasts data: the median of SPF inflation forecasts for the U.S. and the Central Bank inflation forecasts for France. Mainly two salient points
emerge from our results. First, there is a significant and dominant contribution of oil price forecast errors to the explanation of inflation forecast
errors, whatever the country or the period considered. Second, the pass-through of oil price forecast errors to inflation forecast errors is multiplied
by around 2 when the oil price volatility is large.

CO0320: The time-varying degree of inflation expectations anchoring

Presenter:  Till Strohsal, Freie Universitaet Berlin, Germany

Co-authors: Rafi Melnick, Dieter Nautz

Well-anchored inflation expectations have become a key indicator for the credibility of a central bank’s inflation target. Since the outbreak of
the recent financial crisis, the existence and the degree of de-anchoring of U.S. inflation expectations have been under debate. An encompassing
time-varying parameter model is introduced to analyze the changing degree of U.S. inflation expectations anchoring. Our model nests the two most
common existing approaches as special cases. We confirm that inflation expectations have been partially de-anchored during the financial crisis.
Yet, our results suggest that inflation expectations have been successfully re-anchored ever since.

CO1095: A credit-based indicator for the risk of low inflation

Presenter: Roberta Colavecchio, Hamburg University, Germany

We employ a credit-based early warning model in order to analyse the risk of a low inflation regime in the four major Euro area countries. The model
specification allows for three different inflation regimes: Low, Medium and High inflation, with time-varying transition probabilities depending on
a national credit aggregate. Using Bayesian techniques, we estimate the model with quarterly data from the early 1970s up to the end of 2014. Our
analysis uncovers several country-specific features and suggests that, from 2011 on, the risks of a Low inflation regime have been increasing in
Italy, Spain and, to a lesser extent in Germany while in France they have started to alleviate in the course of the last seven quarters of the sample.
Moreover, credit growth appears to play a role in the assessment of the risk of entering a low inflation state: the inclusion of a credit indicator
variable signals an increase in such risk, especially for Italy and Spain.

CO0422 Room Bedford ECONOMETRICS OF ART MARKETS Chair: Douglas Hodgson

CO0313: Efficiency of Italian opera houses: A stochastic frontier production function approach

Presenter: Sabrina Auci, University of Palermo, Italy

Co-authors: Antonio Cognata

The empirical literature on the production of performing arts has mainly focused on cost functions. Studies have explored the cost structure of
symphony orchestras, theatres and museums, mostly with the aim of finding evidence of scale economies. Until now no work has studied opera
houses production or cost functions. Only recently there have been attempts in the use of a more suitable methodology and in finding evidence
of the efficiency of performing arts institutions. The aim is to investigate efficiency of Italian opera houses using a stochastic frontier approach
(SFA). The empirical analysis based on the concept of output maximization is performed on firm level unique database of 14 major Italian opera
houses in the period 2001-2012. Dividing the error component into two aspects - the systematic and the noise components - the SFA allows to
consider separately inputs of the production function, such as physical, labour and human capital from factors of the inefficiency model influencing
the behaviour of opera houses. These latter factors represent the opera houses heterogeneity and show the influence on technical efficiency scores.
Finally, we rank opera companies on the basis of the estimated technical inefficiency.

C00326: The relationship between artistic movements and artist careers: Evidence from individual-level hedonic regression
Presenter: Douglas Hodgson, UQAM, Canada
Co-authors: John Galbraith, Christiane Hellmanzik
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The literature on age-valuation profiles of artists has paid limited attention to the effects of membership in artistic movements. There are many
reasons why membership in a movement can be important for the career dynamic of an artist. The relation between careers and movement
membership has been previously studied by considering data on numbers of reproductions in art history books. The hedonic analysis of auction
data in this area is limited, with results of regressions of pooled groups of artists being reported. Ideally, one would like to estimate individual-artist
profiles relating valuation to date of production, and compare these with pooled profiles estimated for groups or movements to which the artists
belong, to assess the relation between individual- and group-level price dynamics. Until recently, such an endeavour was rendered difficult by the
small number of observations, compared to a large number of hedonic covariates, often available at the individual-artist level. But the successful
application to this problem of recent dimensionality-reduction and model-averaging methods in the context of estimating individual age-valuation
profiles suggests the utility of applying the same approach to estimating individual profiles in the context of movement membership. We thus apply
these methods to a large data set on auction prices for major modern painters.

CO0583: A first approach to pricing on the painting secondary market in the Argentine Republic

Presenter: Carolina Boufflet, University of Salvador and National Ministry of Industry, Argentina

Co-authors: Marcos Leonardo Chamorro

The ongoing discussion of methods for predicting prices on the painting secondary market in the Argentine Republic is advanced. The research is
bounded to 3542 sales transactions (not repeated) conducted by auction houses located in the city of Buenos Aires in the period from January to
December 2014. Given the specificity for works of arts demand, one approach to the demand from the Theory of characteristics was proposed. The
estimation of a hedonic price index was performed by translog regressions. According to preliminary results, Argentines market of art shows the
existence of “Masterpiece effect”, the “Main auctions effect” and a “batch effect” in relation to the sales strategy conducted by auction houses. The
model threw an R2 of 65% and this pose the challenge of running a model with 2SLS instrumental variable. Artist index was taken as instrumental
variable and elements of his biography and career as dependent variables that were not explicitly included in the previous model. Also a model of
latent or hidden variables was developed to find out that the artwork has Its own life beyond the artist. The goodness of fit was tested to analyze the
strengths and weaknesses (or shortcomings) of each model.

CO0669: From quality to utility, an empirical study of artist reputations impact on contemporary art market price

Presenter: Simeng Chang, Erasmus University Rotterdam, Netherlands

The aim is to analyze how an artists reputation determines the market price of his or her artworks. Reputation is a proxy of quality as well as art
price. In other words, reputation signals the artistic value of the artwork and generates the economic value. In the art field, an artistic reputation is
built through the process where the artistic value is recognized and enhanced by getting constantly attention from the art experts. In the art market,
consumers aesthetic utility is confirmed by assessing the quality from artistic reputation. The aesthetic utility is further enhanced by the added
value derived from market reputation. Therefore, the price of an artwork with higher reputation is higher since the quality uncertainty is reduced
and the consumer utility is raised. Using the reputation quantified tool, Artfacts artist ranking, and auction data, we are intended to empirically
identify the reputation effect on the art market price.

CCO0570: Historic art exhibitions and modern day auction results

Presenter:  Christiane Hellmanzik, University of Hamburg, Germany

Historic art exhibitions are used in order to investigate the impact of the contemporary success of artistic careers on today’s auction prices of
modern paintings. That is, if an artist’s work was displayed in a historic art exhibition in a given year, paintings dated from this year fetch higher
prices at auction today. This can be attributed to two effects: artists who participated in such shows were already acknowledged as superstars
contemporaneously and participants in art exhibitions benefited from a longer-lasting career boost as reflected by positive mark-ups on paintings
made in the years following a show. For both channels participation in historic art exhibitions is a strong quality signal for today’s art buyers.
The study is based on a global sample of 273 ‘superstars’ of modern art born between 1800 and 1945, 34,141 auction results of paintings and
participation in important historic art exhibitions.

CO394 Room Torrington COMMODITY MARKETS: PRICING AND TRADING Chair: Ana-Maria Fuertes

CO0318: The determinants of convenience yields

Presenter: Marcel Prokopczuk, Leibniz University Hannover, Germany

Co-authors: Yingying Wu

The determinants of convenience yields across a broad range of commodities are investigated. We find that the convenience yields of commodities
are exposed to both commodity-specific and systematic factors, but to a different extent. The difference in explanatory power of these factors for
each commodity sheds light on the heterogeneity of commodity markets. One main difference between commodity sectors lies in their different
sensitivities towards the state of the economy.

CO1001: The skewness of commodity futures returns

Presenter:  Joelle Miffre, EDHEC Business School, France

Co-authors: Ana-Maria Fuertes, Adrian Fernandez-Perez, Bart Frijns

The relationship between skewness of the distribution of past returns and expected returns in commodity futures markets is explored. Both time-
series tests and cross-sectional tests indicate that more positively skewed commodities accrue significantly lower mean excess returns. Sorting
a cross-section of commodities by their past skewness, we demonstrate that a fully collateralized portfolio that buys commodities with the most
negative skewness and shorts commodities with the most positive skewness earns an excess return of 8.01% a year. A commodity pricing model that
utilizes as risk factors the excess returns of a long-only equally-weighted portfolio of all commodities, alongside term structure, momentum, and
hedging pressure portfolios yields a significant alpha of 6.58% obtained which indicates that the profitability of skewness portfolios is not a mere
manifestation of backwardation and contango risk. Skewness risk may uniquely relate to the preferences of investors for lottery-like commodity
futures. The findings are robust to transaction costs, liquidity considerations and sample periods.

CO0975: The earnings-price ratio and predictability of earnings in the dry bulk shipping industry

Presenter: Nikos Nomikos, Cass Business School, United Kingdom

Co-authors: loannis Moutzouris

We examine second-hand vessel prices, net earnings, and returns on capital in the dry bulk shipping industry. We demonstrate that the bulk of
variation in net earnings-price ratios reflects varying expected net earnings growth. Furthermore, we contribute to the literature by examining a
forward-looking definition of the net earnings-price ratio, and extending the variance decomposition framework to assets with limited economic
lives. Our results strongly indicate that shipping net earnings-price ratios negatively forecast future net earnings growth. In addition, there is no
statistical evidence that the net earnings-price ratio is negatively related to future returns. These results are in contrast to the recent empirical asset
pricing literature in the U.S. equity and housing markets. Importantly, however, our findings agree with recent results obtained from global equity
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markets. In line with this international evidence, we believe that predictability of earnings growth is driven by the extreme volatility of shipping
earnings.

CC0363: Comovement and financialization in the commodity market

Presenter: Matteo Bonato, University of Johannesburg, Switzerland

Co-authors: Luca Taschini

The boom-and-bust that characterized the commodity market and resulted in the 2008 crash highlighted the effect of the financialization as one of
the drivers of increased comovement of commodities returns. We build on the recent literature on comovement and borrow the concept of ‘index
inclusion’ as describing the financialization process. This allows us to distinguish between two views of return comovement: the traditional view,
in which this is explained by comovements in news about fundamental value, and the alternative view, in which excess comovement is attributed
to frictions or traders’ sentiment. As a result of the financialization we find that for index commodities the beta with the commodity index
increases. This result holds also for some non-index commodities, although the increase in beta is less prominent, but not for Energy commodities.
This indicates that the financialization affected all (non Energy) commodities while Oil and the other Energy commodities as a group remained
unaffected. This may signal that for this class the financialization process started earlier. We extend our analysis to account for high-frequency
returns dynamics by means of the so called realized betas and reach similar results. Our finding cannot be explained by the fundamental-based
view which considers the commodity price bubble and crash as solely explained as driven by fundamentals. We therefore provide new evidences
supporting the friction or sentiment based view explanations.

CC1650: On hedgers’ speculation: Evidence from commodities futures markets using mixed-frequency data

Presenter: Yannick Le Pen, Universite Paris Dauphine, France

Co-authors: Marie Bessec, Benoit Sevi

In financial markets, it is common to distinguish between hedgers, who take positions in futures contracts to reduce their risk, and speculators, who
engage in futures markets to benefit from a risk premium. The most standard view commonly assumes that hedgers do not speculate, i.e. their
positions are not influenced by market prices. However, early equilibrium models of commodidity markets support the view that hedgers respond
to price changes. From these two competing theories, it appears that the issue of hedgers sensitivity to commodity prices ultimately resembles an
empirical question. To answer this question, we investigate the response of commercial and non-commercial categories of traders to changes in
futures prices for a set of commodities quoted on the NYMEX-CME. We use daily commodity returns and weekly trader’s positions published by
the CFTC. We resort to mixed-data sampling (MIDAS) regressions to use higher frequency variables (prices) as explanatory variables for lower
frequency variables (positions of traders). The number and coefficients of significant lagged returns are endogenous. Our empirical analysis show
that hedgers do react to price changes, with the exception of several energy commodities. Our results are robust to changes in volatility.

CO548 Room Jessel BANKS AND THE MACROECONOMY IN THE CONTEXT OF STRESS TESTING Chair: Ching-Wai Jeremy Chiu

CO0332: The rate elasticity of retail deposits in the United Kingdom: A macroeconomic investigation

Presenter: Ching-Wai Jeremy Chiu, Bank of England, United Kingdom

The behaviour of major banks’ household deposit funding in the United Kingdom is quantitatively studied. We estimate a panel of Bayesian vector
autoregressive models on a unique dataset compiled by the Bank of England, and identify deposit demand and supply shocks, both to individual
banks and in aggregate, using micro-founded sign restrictions. Based on the impulse responses, we estimate how much banks would be required
to increase their deposit rates by to cover a deposit gap caused by funding shocks. Banks generally find it costly to bid-up for deposits to cover a
funding gap in the short-run. The elasticity of household deposits with respect to the interest rate paid are typically of the order of 0.3, indicating
that retail deposits are rate-inelastic. But this varies across banks and the types of shock conditioned on. We also show evidence that banks are
more vulnerable to deposit supply shocks than deposit demand shocks. These results carry important implications to policy makers who conduct
stress-testing analyses.

CO0306: A top-down approach to stress-testing banks

Presenter: Pavel Kapinos, FDIC, United States

Co-authors: Oscar Mitnik

The aim is to propose a simple, parsimonious, and easily implementable method for stress-testing banks using a top-down approach that captures
the heterogeneous impact of shocks to macroeconomic variables on banks’ capitalization. Our approach relies on a variable selection method to
identify the macroeconomic drivers of banking variables as well as the balance sheet and income statement factors that are key in explaining bank
heterogeneity in response to macroeconomic shocks. We perform a principal component analysis on the selected variables and show how the
principal component factors can be used to make projections, conditional on exogenous paths of macroeconomic variables. We apply our approach,
using alternative estimation strategies and assumptions, to the 2013 and 2014 stress tests of medium- and large-size U.S. banks mandated by the
Dodd-Frank Act, and obtain stress projections for capitalization measures at the bank-by-bank and industry-wide levels. Our results suggest that
bank responses to shocks are indeed heterogeneous, and that while capitalization of the U.S. banking industry has improved in recent years, under
reasonable assumptions regarding growth in assets and loans, the stress scenarios can imply sizable deterioration in banks’ capital positions.

CO0909: Choosing stress scenarios for systemic risk through dimension reduction

Presenter: Matt Pritsker, Federal Reserve Bank of Boston, United States

Current regulatory stress-tests ensure the banking system is well capitalized against the scenarios considered in the test, but it is unclear how well
capitalized the banking system will be against other plausible scenarios. A methodology is proposed for choosing a regulatory stress-scenario based
on measures of systemic risk. Under certain regularity conditions, when the banking system is well capitalized against the chosen scenario, then
systemic risk is low, i.e. the banking system will be well capitalized against the other plausible scenarios that could affect it with high probability.
The stress-scenario is chosen by using dimension reduction techniques that select variables and then create factors based on the variables’ and
factors’ ability to explain systemic risk. The main result shows that under appropriate regularity conditions stress-scenarios can be chosen based
on movements in the systemic risk factors, and that doing so can approximately achieve systemic risk objectives. Under some conditions the
methodology also shows that stress-tests and capital injections based on a small number of scenarios cannot alone attain the systemic risk objective,
indicating other steps may be needed. The methodology should be especially valuable if regulatory stress-testing continues to rely on a small
number of stress scenarios.

CO1003: A stress testing framework with interactions between solvency and liquidity risks and macro-financial linkages

Presenter: Tak Chuen Wong, Hong Kong Monetary Authority, China

Co-authors: Cho-hoi Hui, Kelvin Ho, Edward Tan

A macro-stress testing framework is developed that incorporates interactions between solvency risk, funding and market liquidity risks, and macro-
financial linkages. Specifically, the framework simulates macroeconomic shocks that increase solvency risk of banks, which in turn determines
endogenously the timing and extent of deposit runs. Downward spirals between funding and market liquidity risks are incorporated in the frame-
work, as in response to deposit outflows, banks are assumed to buffer the liquidity risk by selling financial assets. The resulting fall in prices of
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common assets held by banks (e.g. corporate debts) deteriorates the net worth of banks and thus exacerbating deposit outflows. For macro-financial
linkages, the framework empirically relates the severity of macroeconomic shocks to the aggregate supply of bank credit, which in turn is jointly
determined by the simulated solvency and liquidity conditions of banks. The framework is applied to the Hong Kong banking sector as an example.
A counter-factual analysis is conducted to analyze how Basel III would improve banks resilience to such interactions of risks.

CO0789: Systemwide commonalities in market liquidity

Presenter: Mark Flood, Office of Financial Research, United States

Co-authors: John Liechty, Tom Piontek

We calculate daily invariant price impacts to assemble a panel of liquidity measures for equity, corporate bond, and futures markets. We estimate
hidden Markov chains for three latent regimes - high, medium, and low price-impact - and use Markov chain Monte Carlo to identify commonalities
liquidity at the systemwide level. For the equities subpanel, we test whether a collection of daily summary time series recovers the liquidity
dynamics. This allows an economically meaningful attribution of the liquidity states and meaningful predictions of liquidity disruptions as far as
15 trading days before the 2008 crisis.

CO388 Room Chancellor’s Hall STRUCTURE IN MULTIVARIATE AND HIGH DIMENSIONAL TIME SERIES Chair: Manfred Deistler

CO0366: Priors for the long run

Presenter: Michele Lenza, European Central Bank, Germany

Co-authors: Domenico Giannone, Giorgio Primiceri

We propose a class of prior distributions that discipline the long-run behavior of Vector Autoregressions (VARs). These priors can be naturally
elicited using economic theory, which provides guidance on the joint dynamics of macroeconomic time series in the long run. Our priors for the
long run are conjugate, and can thus be trivially implementedusing dummy observations and combined with other popular priors. In VARs with
standard macroeconomic variables, a prior based on the long-run predictions of a wide class of dynamic stochastic general equilibrium models
yields substantial improvements in the forecasting performance.

CO1068: Estimation of VAR systems from mixed-frequency data: The stock and the flow case

Presenter: Lukas Koelbl, Vienna University of Technology, Austria

Co-authors: Alexander Braumann, Elisabeth Felsenstein, Manfred Deistler

Estimation and properties of estimators of VAR systems are considered in the case of observations with different sampling rates, the so-called
mixed-frequency (MF) observations. Only the case where the output variable can be separated into a fast (high-frequency) and a slow (low-
frequency) component will be given attention. It is assumed that the underlying system generates the output at each time point, the so-called high
grid, however, the output of the slow component is only observed at an integer multiple of the high grid. As mentioned above, the asymptotic
behavior of estimators of autoregressive systems is a central theme. The main focus is on estimators that are based on the extended Yule-Walker
(XYW) equations as well as on (Gaussian) maximum likelihood type estimators based on the EM algorithm. Two cases for the slow component
are considered: the stock and the flow case. In addition, the XYW estimator and the generalized method of moments estimator (GMM) are
discussed and it is shown that they are asymptotically normal under certain assumptions. Therefore, a generalization of Bartlett’s formula for the
mixed-frequency case is required. As shown by examples, the GMM estimator is, in general, not efficient. Finally, the loss of information due to
mixed-frequency data when compared to the high-frequency situation as well as the gain of information when using mixed-frequency data relative
to low-frequency data is discussed.

CO0897: A Bayesian approach to sparse plus low rank network identification

Presenter:  Alessandro Chiuso, University of Padova, Italy

Co-authors: Mattia Zorzi

We consider modeling an (high-dimensional) time series in terms of a structured model encopassing a latent (low-rank) and a sparse component.
This corresponds to describing the observed time series through a Bayesian network where nodes are time series and edges encode Granger causality
conditions. This network is composed of two layers: a “visible” layer with observed variables and an hidden layer (where the number of hidden
nodes is to be estimated) encoding latent variables. The visible layer has sparse connections. We propose a Bayesian approach, based on Gaussian
Regression and Sparse Bayesian Learning ideas, to estimate this model while guaranteeing a small number of hidden nodes as well as a sparse
connection pattern between visible nodes.

CO1253: Measuring global financial connectedness

Presenter: Michael Binder, Goethe University Frankfurt, Germany

Co-authors: Soroosh Soofi Siavash

The global financial crisis has made clear how critical it is to properly measure and model the interconnectedness of financial institutions. To date,
limited work has been done on financial connectedness in a global setting. This may be due to the challenges of estimating a network model with a
very large number of nodes. We build on recent methodological advances in the Global VAR literature, and proposes a new global network model
in which cross-country dependencies are not only due to global shocks, but are also due to structural dependencies within blocks of countries.
Our model reflects how an increase in the number of large institutions within some of the sectors coupled with the rise of financial globalization
led to some institutions effectively becoming common lenders and borrowers in the global financial system. From a network perspective, some of
the nodes became more central, and this modified network structure changed the stability and resilience properties of the global financial system.
Evaluation of our model using weekly asset returns of the major financial sectors in 43 industrial and emerging-market countries for the time
period from July 1998 to June 2014 shows that inclusion of the commonalities within blocks of countries significantly improves performance of
the large-dimensional VAR model. Our model suggests adopting a mixture of regional and global policies towards regulation.

CO1252: Fitting latent variable models to multivariate time series

Presenter: Michael Eichler, Maastricht University, Netherlands

In systems that are affected by latent variables conditional independences are often insufficient for inference about the structure of the underlying
system. One common example is a system in which four observed variables X, X, X3, and X4 are conditionally independent given a fifth unob-
served variable Y. While there are no conditional independences among the observed variables, they must satisfy the so-called tetrad constraints. In
the time series case, these can be expressed in terms of the spectral matrix of the observed variables. We discuss how these constraints can be used
to fit time series models that involve latent variables. In particular, we consider so-called latent variable models in which the observed variables are
independent given the latent variables while the latent variables are interconnected.
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CO484 Room Athlone FISCAL POLICY Chair: Evi Pappa

COO0611: Sovereign risks and fiscal fundamentals in the Eurozone

Presenter: Nora Traum, North Carolina State University, United States

Co-authors: Huixin Bi

Using Bayesian methods, a nonlinear general equilibrium model is estimated for various Eurozone nations. The model incorporates a fiscal limit,
representing the maximum debt-to-GDP ratio that the government is economically able to service, and quantifies the various transmission channels
of sovereign risk across nations. We find sizeable differences in the fiscal limit across countries due to country-specific features.

CO1248: State capacity and pro-cyclical fiscal policy

Presenter: Francesco Pappada, Banque de France, France

Co-authors: Yanos Zylberberg

Using data for 70 countries spanning 30 years, we show that, in countries with imperfect tax enforcement, the capacity to collect tax revenues is
pro-cyclical and responds markedly to the level of taxes. We then incorporate this tax compliance channel into a standard model of sovereign debt
in which a benevolent government can use fiscal policy or debt as consumption-smoothing instruments. While the first-best fiscal and debt policies
should be counter-cyclical - e.g. deficit should increase in recessions through tax cuts - we show that, in the presence of a “debt-ceiling” constraint,
they may be pro-cyclical. Consistent with the data, these pro-cyclical fiscal policies are much more likely to be observed in countries with low and
very responsive tax compliance.

CO1260: A model of market and political power interactions for Southern Europe

Presenter:  Vanghelis Vassilatos, Athens University of Economics and Business, Greece

Co-authors: Tryphon Kollintzas, Dimitris Papageorgiou

In recent years the growth pattern of most Southern European countries has been disturbed, as those countries are suffering from economic crises
that go beyond the usual business cycle. We develop a dynamic general equilibrium model of market and political power interactions that explains
this growth reversal. The model is a synthesis of the insiders-outsiders labor market structure and the concept of an elite government. Outsiders
form a group of workers that supply labor to a competitive private sector. And insiders form a group of workers that enjoy market power in
supplying labor to the public sector and influence the policy decisions of government, including those that affect the development and maintenance
of public sector infrastructures.

CO1318: Fiscal consolidation in a disinflationary environment: Price-based versus quantity-based measures

Presenter: Evi Pappa, EUI and UAB, Italy

Co-authors: Eugenia Vella, Rana Sajedi

The aim is to understand the specificities of how inflation developments are relevant to the achievement of fiscal policy targets. We examine
alternative consolidation strategies by focusing on the public wage bill under different inflation environments. We propose a theoretical model
through which we can study the differential effects of quantity-based and price-based consolidation measures. In particular, we consider a New-
Keynesian model with nominal rigidities in the form of monopolistic retailers facing price-stickiness. In order to build a complete model of the
labor market, we incorporate both search and matching frictions, leading to involuntary unemployment, and an endogenous labor force participation
decision, leading to voluntary unemployment. Finally, to study the effects of the public wage bill, we incorporate a public sector in the form of a
public firm that hires public employees to produce a public good that is used by private firms.

CO1268: Structural tranformation and the obesity epidemic: Growth and taxation

Presenter: Evangelos Dioikitopoulos, Kings College London, United Kingdom

We unify existing theories and empirical evidence on the origins of obesity and examine the effects of fiscal policy on the dynamic evolution
of weight. We build a dynamic general equilibrium growth model, with two sectors, one producing food and the other producing a composite
consumption good. Weight is a function of rational choice as well as labor allocation between the two sectors. By estimating utility from weight
and calibrating the US economy we show that (i) technological advances in agriculture decrease food prices and increase weight but not necessarily
through higher food consumption but through increases weight levels through lower food prices; (ii) steady state food consumption increases due
to a price substitution effect but weight increases due to higher calorie expenditure; (iii) increasing taxation on food decreases food consumption
and weight levels in equilibrium. Labor reallocation towards the less sedentary sector on one hand and higher income on the other function as
contradictory forces.

CO508 Room Court REGIME CHANGE MODELING IN ECONOMICS AND FINANCE I Chair: Willi Semmler

CO0637: A solution technique for regime switching DSGE models with occasionally binding constraints

Presenter: Gary Anderson, Federal Reserve Board, United States

It has been recently shown how to reliably compute global approximations for time-invariant solutions for a wide class of nonlinear rational
expectations models. It has also been shown how to apply these techniques to compute rational expectations solutions for models subject to both
regime changes and occasionally binding constraints. The technique recursively computes solutions that honor the constraints for successively
longer horizons. The technique also provides a metric for determining apriori how long the horizon must be for accurate determination of the
current state vector. The solutions computed by the technique accommodate the possibility that model trajectories can depart from and re-engage
the constraints as well as transition between various regimes.

CO1328: Destabilising effects of bank overleveraging on economic activity

Presenter:  Willi Semmler, New School for Social Research, United States

Co-authors: Marco Gross

We investigate the consequences of overleveraging and the potential for destabilizing effects from financial and real-sector interactions. In a
theoretical framework we model overleveraging and demonstrate that - in the presence of regime-dependent macro feedback relations - a highly
leveraged banking system can lead to unstable dynamics and downward spirals. A Threshold Mixed-Cross-SectionGlobal Vector Autoregressive
(T-MCS-GVAR) model will be the basis for the empirical analysis. The threshold-switching component of the model aims to make the relationship
between credit and real activity dependent on the extent to which observed leverage deviatesfrom optimal leverage in the banking systems. Our
regime-constellation-dependent impulse response simulations suggest that the relation between credit supply and real activity is characterised by
significant nonlinearities. The farther observed leverage in the banking system exceeds optimal leverage, the more detrimental is the effect of a
deleveraging shock on credit supply and economicactivity.
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CO1107: An empirical investigation of sovereign CDS market

Presenter: Rosella Castellano, University of Macerata, Italy

Co-authors: Luisa Scaccia

Since 2007, credit markets have witnessed a repricing of credit risk that has affected all sectors. This turbulence reached its peak with the collapse
of Lehman Brothers in September 2008, causing large state interventions to control systemic risk and its negative consequences. The Lehman
Brothers event led also to a severe repricing of credit risk of developed countries sovereigns. Especially in the Euro area, sovereign debt markets
came under large stress in 2010, causing large sell offs of risky assets due to flight to safety episodes, and upward jumps in CDS quotes. The 2010
sovereign debt crisis has focused scholars and policy makers attention to the role of financial investors activities in CDS market. In particular, some
studies have suggested that speculative attitudes among investors could destabilize market quotes and create excessive volatility. The main goal
is to contribute to the discussion on this issue by exploring via Markov Switching Models when the data generating process entered into a high
volatility state. These evidences are useful to determine whether the severe repricing of credit risk of developed countries occurred at the same time
and regardless of macroeconomic fundamentals dynamics.

CO0814: Identifying the stance of monetary policy at the zero lower bound: A Markov-switching estimation

Presenter: Manuel Gonzalez-Astudillo, Board of Governors of the Federal Reserve System, United States

An econometric technique is proposed to estimate a Markov-Switching Taylor rule subject to the zero lower bound of interest rates. We show
that incorporating a Tobit-like specification allows to obtain consistent estimators. More importantly, we show that linking the switching of the
Taylor rule coefficients to the switching of the coefficients of an auxiliary uncensored Markov-switching regression improves the identification
of an otherwise unidentifiable prevalent monetary regime. To illustrate the proposed estimation technique, we use U.S. quarterly data spanning
1960:1-2013:4. The chosen auxiliary Markov-switching regression is a fiscal policy rule where federal revenues react to debt and the output gap.
Results show that there is evidence of policy co- movements with debt-stabilizing fiscal policy more likely accompanying active monetary policy,
and vice versa.

CO0596: Catching-up, leapfrogging, and falling-back in economic growth: A nonparametric approach

Presenter:  Joachim Schnurbus, University of Passau, Germany

Co-authors: Harald Haupt, Joachim Schnurbus, Willi Semmler

Classical growth convergence regressions fail to account for various sources of heterogeneity and nonlinearity. Recent contributions advocating
nonlinear dynamic factor models remedy those problems by allowing for club-specific convergence paths. Unfortunately and similarly to statisti-
cal clustering methods, those results are sensitive to choices made in the clustering mechanism. We improve existing clubbing algorithms while
providing an economic rationale for dependence and heterogeneity of number, size, and composition of convergence clubs over time. We pro-
pose a nonparametric strategy for tackling neglected heterogeneity and nonlinearity jointly while alleviating the problem of underspecification of
growth convergence regressions. Furthermore, based on the club-specific transition paths derived from the factor model, we are able to estimate
convergence effects not only on club- but on country-level. The proposed approach is illustrated using a current Penn World Table data set. We
find empirical evidence for leapfrogging and falling-back of countries over time. Guise and degree of nonlinearities in convergence regressions
also differ substantially over time. Furthermore, some countries on club-based convergence paths exhibit, in contrast to their fellow club members,
insignificant convergence effects.

CO532 Room Bloomsbury FINANCIAL RISK Chair: Toshiaki Watanabe

CO0678: Combining classification tree analysis with network grouping of Japanese stock returns

Presenter: Takashi Isogai, Bank of Japan, Japan

A set of classification trees is built that provide sorting rules to reproduce the stock groups identified by correlation clustering of the Japanese
stock returns. The clustering is achieved by hierarchical network division by the modularity maximization algorithm of complex networks theory.
We try to link the clustering results that are based on the stock price data with non-price external data in order to explore how the hierarchical
division process can be explained by other categorical and numerical variables. Various non-price data including price performance data and sector
classification are examined as effective variables to explain the splits of the stock groups. Variables with a high level of relative importance scores
are identified; specifically, the market capitalization and price book-value ratio are included as significantly important variables. The selected
variables seem to be consistent with variables included in the standard stock price model such as Fama-French factor model. Some other variables
are also identified as ones that clarify the properties of the Japanese stock market. Further, variables that represent local features of the Japanese
stock market are also detected. The classification tree analysis method can also be applied to find the closest group of stocks even for stocks that
have limited price data due to low liquidity.

CO0844: Option implied volatility of JGB using American option prices

Presenter: Kosuke Oya, Osaka University, Japan

The option implied volatility is useful financial device for risk management, economic forecasting, and also used as an alert for the market turmoil.
The standard volatility index such as the CBOE volatility index (VIX) requires European option prices written on the underlying asset. Japanese
volatility index (VXJ) and Nikkei VI are published for Japanese stock market. These indexes are based on Nikkei 225 option prices. Despite
attracting much attention, the option implied volatility index for Japanese government bond market is not available since the option traded on the
bond market is not European exercise style, but American style. Several approaches to obtain the implied volatility based on American option
prices have been proposed. One simple approach is to use the extracted European option prices from American option prices by binomial tree.
Once European option prices are extracted, the option implied volatility can be obtained by usual manner. The extracted European option prices
approach is applied for the option implied volatility index for Japanese government bond and then examined its property.

CO0837: Corporate bond spreads and investor risk appetite

Presenter: Teruko Takada, Osaka City University, Japan

Co-authors: Yasutomo Tsukioka

A measure of investor risk appetite based on corporate bond spreads is proposed. Global risks in financial markets include liquidity risks, credit
risks, and volatility risks, which are reflected in our proposed measure. Based on daily data of US financial markets from 1995 to 2013, the level
of investor risk averseness is measured and the differences with other candidate measures are analysed. Moreover, the effect of monetary policy on
stock markets via investor risk appetite and corporate bond markets is investigated. Dependence structures among key factors are nonparametrically
visualised using pointwise mutual information estimation.

CO0840: Asymptotic inference for common factor models in the presence of jumps

Presenter:  Yohei Yamamoto, Hitotsubashi University, Japan

We investigate the effects of infrequent and large jumps on asymptotic inference for large-dimensional common factor models. We first derive the
upper bound of jump magnitudes with which the standard asymptotic inference goes through. Second, we propose a jump-correction method based
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on a series-by-series outlier detection algorithm without accounting for the factor structure. Finally, we propose a test to investigate whether the
jumps at a common date are independent outliers or are of factors.

CO0838: Empirical comparison of several skew-¢ copulas

Presenter: Toshinao Yoshiba, Bank of Japan, Japan

In financial portfolio risk management, Student-¢ copula is frequently used to capture the tail dependence of risk factors. Azzalini-Capitanio (AC)
and Generalized Hyperbolic (GH) skew-t copulas are considered to incorporate asymmetric tail dependence of risk factors. Two problems are
indicated in estimating the parameters of the skew-# copulas by maximizing the log-likelihood for pseudo observations. The first problem is the
calculation speed of the log-likelihood function including univariate skew-t quantile functions. The second problem is the positive semi-definiteness
of the correlation matrix in the parameters. Having solved the two problems, the estimated parameters of the AC skew-¢, GH skew-#, Student-,
skew-Normal, Normal copulas are compared for the daily returns of three major stock indices: the Nikkei225, S&P500, and DAX. The asymmetric
tail dependence is examined both for the unfiltered returns and for the filtered returns by GARCH and EGARCH models for the observation period
of recent five-year and ten-year data. It shows that AC skew-t copula with the same skewness is selected by AIC for both unfiltered and filtered
returns. Regarding ten-year data, the AC skew-¢ copula is selected even by BIC for both unfiltered and filtered returns.

CO402 Room Holden QUANTIFYING SOCIAL MEDIA IMPACT ON FINANCIAL DYNAMICS Chair: Giacomo Livan

CO0686: Theory and methods in using text data for economic prediction: The UCL relative sentiment shift approach

Presenter: David Tuckett, UCL, United Kingdom

Directed Algorithmic Text Analysis is introduced. Its usefulness is illustrated for nowcasting and forecasting the economy and for assessing
financial fragility. The method relies on Conviction Narrative Theory, a social-psychological approach to decision-making under uncertainty which
focuses the analysis of text documents on specific emotions to detect relative sentiment shifts - RSS. Using Reuters News articles for 1996-2015
RSS out-performs current forecasting methods for the US economy.

C0O0952: Coupling news sentiment with web browsing data predicts intra-day stock prices

Presenter: Giacomo Bormetti, Scuola Normale Superiore Pisa, Italy

Co-authors: Gabriele Ranco, Ilaria Bordino, Guido Caldarelli, Fabrizio Lillo, Michele Treccani

The new digital revolution of big data is deeply changing our capability of understanding society and forecasting the outcome of many social and
economic systems. Unfortunately, information can be very heterogeneous in the importance, relevance, and surprise it conveys, affecting severely
the predictive power of semantic and statistical methods. We show that the aggregation of web users’ behavior can be elicited to overcome this
problem in a hard to predict complex system, namely the financial market. Specifically, we show that the combined use of sentiment analysis
of news and browsing activity of users of Yahoo! Finance allows to forecast intra-day and daily price changes of a set of 100 highly capitalized
US stocks traded in the period 2012-2013. Sentiment analysis or browsing activity when taken alone have very small or no predictive power.
Conversely, when considering a news signal where in a given time interval we compute the average sentiment of the clicked news, weighted by the
number of clicks, we show that for more the 50% of the companies such signal Granger-causes price returns. Our result indicates a “wisdom-of-
the-crowd” effect that allows to exploit users’ activity to identify and weigh properly the relevant and surprising news, enhancing considerably the
forecasting power of the news sentiment.

CO0885: From social media to endogenous activity: Their effects on Bitcoin price bubbles and user adoption

Presenter: Claudio Tessone, University of Zurich, Switzerland

Co-authors: David Garcia, Pavlin Mavrodiev, Nicolas Perony

What is the role of social interactions in the creation of price bubbles? Answering this question requires obtaining collective behavioural traces
generated by the activity of a large number of actors. Digital currencies offer a unique possibility to measure socio-economic signals from such
digital traces. We focus on Bitcoin, the most popular cryptocurrency. Bitcoin has experienced periods of rapid increase in exchange rates (price)
followed by sharp decline; we hypothesise that these fluctuations are largely driven by the interplay between different social phenomena. We thus
quantify four socio-economic signals about Bitcoin from large datasets: price on online exchanges, volume of word-of-mouth communication in
online social media, volume of information search and user base growth. By using vector autoregression, we identify two positive feedback loops
that lead to price bubbles in the absence of exogenous stimuli: one driven by word of mouth, and the other by new Bitcoin adopters. We also
observe that spikes in information search, presumably linked to external events, precede drastic price declines. We further identify users within
the Bitcoin transaction network, and show how the user adoption and endogenous economic activity (signalled by both: the economic transactions
between them, and capital accumulation) makes this system a rather different one with respect to how it was originally envisioned.

CO1049: On the nonlinear dependency between social media and the stock market: Twitter and news

Presenter: Tharsis Souza, University College London, United Kingdom

Co-authors: Tomaso Aste

The importance of news in the financial markets is now commonplace. On the other hand, the true value of social media analytics is still under
debate. Traditional research in this area assumes an underlying Gaussian probability density function and a linear relationship between market
sentiment and financial variables. We use a information-theoretic framework for the nonparametric estimation of the dependency between market
sentiment and stock returns. We conclude that: (i) sentiment analytics have a non-linear dependency with stock returns; (ii) compared to the
traditional Gaussian assumption, there is up to 10 times more information between the market sentiment and stocks returns if nonlinearity is
assumed; (iii) Twitter analytics can provide more information than news under a nonparametric framework. Our results suggest that, when it
comes to sentiment analysis of news and social media applied to finance, a nonlinear model is highly preferable over the common Gaussian (linear)
assumption. Also, the evidence presented support the use of Twitter as a significant datasource in the context of financial markets even when
compared to traditional newswires.

CO1112: In quest of significance: Identifying types of Twitter sentiment spikes that predict events in sales

Presenter:  Olga Kolchyna, University College London, United Kingdom

Co-authors: Tharsis Souza, Tomaso Aste

We introduce a sentiment classification approach that combines the traditional lexicon-based approach with support vector machines algorithm.
Using this model we analyse over 150 million tweets related to 75 companies from the retail sector and study the power of Twitter sentiment to
predict sales events for the selected companies. To perform the analysis we developed a robust method for identifying and clustering bursts in sales
and Twitter series based on their shape. The result of events clustering suggests that Twitter time series can be separated into six clusters with
unique signatures. We demonstrate that some types of Twitter events have predictive power that is more significant than the predictive power of the
aggregated Twitter sentiment signal. The methodology can be easily extended to the field of finance.
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CO482 Room Montague FINANCIAL FORECASTING Chair: Fotis Papailias

CO1101: Volatility discovery

Presenter:  Cristina Scherrer, Aarhus University and CREATES, Denmark

Co-authors: Gustavo Fruet Dias, Fotis Papailias

There is a large literature investigating how homogenous securities traded on different markets incorporate new information (price discovery
analysis). We extend this concept to the stochastic volatility process and investigate how markets contribute to the efficient stochastic volatility
process that is attached to the common efficient price (volatility discovery analysis). We use daily measures of realized variance as estimates of
the latent market integrated variance and adopt the fractionally cointegrated vector autoregressive (FVAR) framework. We extract the common
fractionally stochastic trend associated with the efficient stochastic volatility, which is common to all markets. We evaluate volatility discovery by
the adjustment coefficients of the FVAR. We work with 30 of the most actively traded stocks in the US, that span from January 2007 to December
2014. We document that volatility discovery does not necessarily takes place at the same venue as price discovery. The results hint that market
efficiency should be analysed by broader measures, that take into consideration the stochastic volatility.

CO1020: Quasi-qualitative methods for assessing the expected accuracy of volatility forecasts of equity prices

Presenter: Nikolaos Kourogenis, University of Piraeus - Research Center, Greece

Co-authors: Antonios Antypas, Marianna Birmpa

We provide a set of criteria which allow us to classify the equities within a market with respect to the expected accuracy of their volatility forecasts.
Because these criteria depend on specific stylized facts of equity prices, and not on any backtesting, we refer to our approach as “quasi-qualitative”.
The advantage of this approach is that it does not require very long time series data. Moreover, the resulting classification of equities does not
restrict us to the use of specific volatility forecasting models. We apply our method to construct portfolios whose equities, along with a set of
standard equity selection criteria, satisfy the criterion of high expected accuracy of their volatility forecasts. We compare the performance of these
portfolios with the performance of similar portfolios, which are constructed without the “accuracy criterion”, over different horizons.

COL1151: A horse for (almost) every course: Forecasting financial time series with the Theta Method

Presenter: Konstantinos Nikolopoulos, Bangor University, United Kingdom

Co-authors: Dimitrios Thomakos

Building on earlier work on the properties and performance of the univariate and bivariate Theta method we: (a) derive new theoretical formulations
for the application of the method on multivariate time series; (b) investigate the conditions for which the multivariate Theta method is expected
to forecast better than the univariate one; (c) evaluate through simulations the univariate, bivariate and multivariate form of the method; and (d)
evaluate these latter models in real macroeconomic and financial time series. The study provides sufficient empirical evidence to illustrate the
suitability of the method for financial forecasting; furthermore it provides the motivation for further investigation of the Theta method in other
application areas.

CO1191: Interval-based trading strategies

Presenter: Dimitrios Thomakos, University of Peloponnese, Greece

Co-authors: Fotis Papailias

We consider an alternative approach in constructing interval-based trading strategies using smoothing on financial returns and not on prices directly.
We suggest different smoothers based on the properties of the returns and approximations for the corresponding variances of the smoothed series,
from which we can obtain confidence intervals of various widths. Based on these intervals we then examine the theoretical and empirical properties
of some easily implementable strategies. We show that the theoretical properties of these strategies relate to the distribution of the standardized
returns or functions of the returns thereoff and that their variances can be less than the buy-and-hold benchmark depending on a threshold value on
the distribution of the standardized returns. Our results relate to three different strands of the literature, the trading strategies that are based on some
form of smoothing, the trading strategies that exploit mean reversion and the sign predictability of financial returns. Our empirical results show
that all suggested strategies are meaningful investment devices as their performance has higher average returns and lower risk, across a variety of
different parametrizations.

CO1061: Improved yield curve forecasting

Presenter:  Fotis Papailias, Queens University Belfast, United Kingdom

An improved methodology for yield curve forecasting is introduced. The forecasts of the Nelson-Siegel time-varying parameters are estimated
using a two-stage long memory forecasting algorithm. These values are then plugged into the Nelson-Siegel model producing forecast estimates
for the entire yield curve. Empirical results illustrate the applicability of the method.

CO0362 Room SH349 RECENT DEVELOPMENTS IN TIME VARYING MODELLING Chair: Natalia Bailey

CO1701: Time-varying LASSO

Presenter: Filip Zikes, Federal Reserve Board, United States

Co-authors: George Kapetanios

A LASSO-type estimator is introduced for large linear models with time-varying parameters. The estimator of the parameter vector at a particular
point in time is obtained by applying standard LASSO to kernel weighted observations, where the kernel is centered on the time-point of interest
and decays for more distant observations. The estimator is easy to implement in practice and standard algorithms developed for LASSO with fixed
parameters can be readily used. We derive the theoretical properties of the estimator, allowing for deterministic or stochastic smoothly varying
parameter processes. We discuss ways in which tuning parameters, such as the one underlying the LASSO penalty and the kernel bandwidth, can be
data dependent. We present a Monte Carlo simulation to corroborate the theoretical results and to shed some light on the properties of the estimator
in small samples and in particular on the type of situations where our time-varying estimation is preferable to full-sample LASSO. Finally, we
present an application to forecasting macroeconomic and financial variables.

CO1283: Time varying price discovery and market microstructure noise

Presenter: Gustavo Fruet Dias, Aarhus University and CREATES, Denmark

Co-authors: Cristina Scherrer, Marcelo Fernandes

We construct a continuous-time market microstructure model in which assets prices co-vary in a stochastic manner. We derive the exact discrete
daily price discovery measures and show explicitly how sampling frequency and continuous parameters affect them. With regard to estimation, we
address the issue of estimating daily measures of price discovery either in the presence of market microstructure noise (ultra high frequency data) or
on its absence (lower frequency data). When there is no market microstructure noise, we show that a kernel based OLS estimator delivers consistent
estimates of the price discovery measures and it also compares favourable in finite sample to the daily VEC estimation. When prices are observed
with market microstructure noise, we adopt an instrumental variable estimator together with the robust estimator of the realized variance to obtain
consistent estimates of the price discover measures. We illustrate our theoretical findings by analysing price discovery for Bank of America (BAC).
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CO0195: Bayesian local likelihood method

Presenter: Katerina Petrova, Queen Mary University London, United Kingdom

Co-authors: George Kapetanios, Ana Galvao, Liudas Giraitis

A Bayesian Local Likelihood (BLL) method for estimating time-varying parameter models is developed. First, we show that the standard Normal
Inverse Gamma conjugate prior results carry over to our estimator, which deliver closed-form posterior distributions. Second, we present Monte
Carlo evidence in order to further exploit the strengths and weaknesses of our approach and compare it to existing methods for introducing parameter
time-variation. Third, we exploit the idea of informed priors varying over time and by augmenting our estimator with different information, we can
assess its performance. Finally, we apply our method to a non-linear setting and we find evidence that it remains valid.

CO1082: Dynamic neighbor effects in public debt ratios: The case of uncertainty

Presenter: Konstantinos Baltas, London School of Economics and Political Science, United Kingdom

Co-authors: Athanasios Andrikopoulos

We model and test the idea that countries public debt-GDP ratios depend on neighbouring countries characteristics. More specifically, we propose
that there is an important determinant of public debt ratios: the economic uncertainty of neighbouring economies. We further argue that, there is a
pecking order among countries in the transmission through which countries specific characteristics affect the debt-GDP ratios of other countries.

CO1030: Trend-cycle analysis using robust global VAR models

Presenter:  Silvia Sze Wai Lui, University of Groningen, Netherlands

Co-authors: James Mitchell

How structural breaks affect the trend-cycle estimates derived from Global Vector-Autoregressive (GVAR) models is considered. GVAR models
provide an attractive means of decomposing a time-series into trend and cyclical components, with trends defined as long-run forecasts. In contrast
to univariate Beveridge-Nelson decompositions, GVARSs condition on intra- and inter-country information rather than just information contained in
the history of the specific series of interest. Restrictions can be placed on the GVAR to aid structural interpretation and facilitate more economically-
motivated trend-cycle decompositions. However, the recent financial crisis has exposed the potential sensitivity of both trend-cycle estimates and
forecasts to structural instabilities, to breaks in trend and/or cycle stemming from parameter change and to shocks which violate Gaussianity
assumptions. In an empirical application, focusing on the Euro area but within a global context, we explore this sensitivity. Both common and
country-specific instabilities are considered. We suggest various ways in which the GVAR might be rendered more robust to instabilities such as
models/forecast combination, and Impulse Indicator Saturation (IIS). We also look at the evidence for synchronisation of European and global
business cycles business cycles and consider the degree to which the global financial crisis has affected trend growth prospects in Europe.

CO348 Room Gordon TIME-FREQUENCY ANALYSIS OF ECONOMIC AND FINANCIAL DATA Chair: Luis Aguiar-Conraria

CO0553: Estimating the Phillips curve in the time-frequency domain

Presenter: Manuel Martins, Universidade do Porto, Portugal

The U.S. Phillips curve in the time-frequency domain is estimated. We use a set of continuous wavelet tools, comprising the coherency, phase-
difference and gain. In particular, using their multivariate counterparts, including a multivariate generalization of the wavelet gain, we estimate the
Phillips Curve coefficients in the time-frequency domain. Our framework provides estimates of the Phillips curve coefficients allowing for changes
simultanesouly along time and across frequencies. Our results provide new answers to three questions that have been prevalent in recent analyses
of the Phillips Curve and are of key relevance for theoretical and policy considerations, namely: Has the Phillips Curve slope changed? Has the
persistence of inflation changed? Is there a long-run Phillips tradeoff?

CO0545: The impact of the labour share on growth in the 19th century

Presenter: Matthieu Charpe, International Labour Organization, Switzerland

The impact of the labour share on growth is discussed by using historical national accounts for three countries: the United Kingdom from 1856-
2010, France from 1896-2010 and the United States from 1898-2010. The added value is the use of data over a longer timespan than the usual system
of national account series and the performance of single country estimations in contrast with existing panel data analysis. Another contribution is
to perform a time-frequency analysis and a time-varying analysis of the relationship between (functional) income distribution and growth. We find
evidence of common information between growth and income distribution at low frequency, with the labour share leading growth. We also show
that the sign of the coefficient associated with the labour share is negative at high frequencies and turns positive at low frequencies. Lastly, the
coefficient associated with the labour share increases over time at low frequencies.

CO0735: Bidirectional relationship between investor sentiment and excess returns: New evidence from the wavelet perspective

Presenter: Martyna Marczak, University of Hohenheim, Germany

Co-authors: Thomas Beissinger

New light is shed on the mutual relationship between investor sentiment and excess returns corresponding to the bubble component of stock prices.
We propose to use the wavelet concept of the phase angle to determine the lead-lag relation between these variables. The wavelet phase angle
allows for decoupling short- and long-run relations and is additionally capable of identifying time-varying comovement patterns. By applying this
concept to excess returns of the monthly S&P500 index and two alternative monthly US sentiment indicators we find that in the short run (until 3
months) sentiment is leading returns whereas for periods above 3 months the opposite can be observed.

CO0738: Evaluating exchange rate forecasts along time and frequency

Presenter: Petre Caraiani, Institute for Economic Forecasting, Romania

A key puzzle in international macroeconomics is the proposition that no model can beat the random walk in predicting the exchange rate. Never-
theless, recent models are able to outperform the random walk for certain specifications and horizons. The aim is to contribute to this literature by
performing an evaluation of exchange rate forecasts of reference models relative to the exchange rate in time and frequency. While the literature has
usually addressed the performance of exchange rate models relative to the random walk in time only, whether this relative performance is uniform
along different frequencies, or whether it is driven by certain frequencies, is studied.

CO0803: The Q theory: New evidence from wavelet analysis

Presenter: Fabio Verona, Bank of Finland, Finland

We test the Q theory of investment using wavelets analysis. The motivation is given by 1) the conjecture that both Q and cash flow may not be
related with investment in the same way at all frequencies and 2) the recent progresses made in the wavelet literature that allow now to estimate the
coefficients in the investment equations in the time-frequency domain. The usual findings in the empirical investment literature are that 1) Q has
very little explanatory power, 2) the implied structural parameter yields implausibly slow adjustment of the stock of capital, and 3) other variables
(such as cash flow) have larger effects on investment. Using wavelet tools, we find that 1) the fit of the investment equation is not always bad, and
not at all frequencies, 2) the estimated elasticity of investment to Q is on average 4 times higher than in the time-domain (it can even be more than
12 times larger in some time-frequency regions), and 3) cash flow does not drive out Q, in fact Q is as important as cash flow.
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EI008 Room CLO B01 SPECIAL SESSION ON STATISTICS FOR FUNCTIONAL DATA Chair: Byeong Park

EI0204: Optimal Bayes classifiers for functional data

Presenter: Hans-Georg Mueller, University of California Davis, United States

For functional data, probability density functions do not exist, due to the behavior of the small ball probabilities in function spaces. Therefore the
classical construction of Bayes classifiers that uses density quotients needs to be modified when the predictors are functional data. We develop a
well-defined approach that is based on density ratios of projections on a sequence of eigenfunctions that are common to the groups to be classified.
It can be shown that in the large sample limit the proposed classifiers achieve perfect classification under certain conditions. The proposed
functional Bayes classifiers exhibit favorable performance compared to previously studied functional classifiers in simulations and various data
applications, including classification of gene expression data, spectral data or functional magnetic resonance imaging (fMRI) data for attention
deficit hyperactivity disorder (ADHD) patients.

EI1383: Nonparametric registration to low-dimensional function spaces

Presenter:  Alois Kneip, University of Bonn, Germany

Co-authors: Heiko Wagner

Registration aims to decompose amplitude and phase variation of samples of curves. Phase variation is captured by warping functions which
monotonically transform the domains of sample curves. Resulting registered curves should then only exhibit amplitude variation. Most existing
registration method rely on aligning typical shape features like peaks or valleys to be found in each sample function. It is shown that this is not
necessarily an optimal strategy for subsequent statistical data exploration and inference. In this context a major goal is to identify low dimensional
linear subspaces of functions that are able to provide accurate approximations of the observed functional data. We present a registration method
where warping functions are defined in such a way that the resulting registered curves span a low dimensional linear function space. Problems
of identifiability are discussed in detail, and connections to established registration procedures are analyzed. The method is applied to real and
simulated data.

EI1750: Regression on functional data: Methodological approach with application to near-infrared spectrometry

Presenter:  Frederic Ferraty, Mathematics Institute of Toulouse, France

Nowadays, observing a scalar response and a functional variable as predictor is a common situation. For instance, in our petroleum industry
problem, the response is the octane number of a gasoline sample and the functional predictor is a curve representing its near-infrared spectrum
(wavelengths vs absorbances). The statistician community developed numerous models for handling such datasets and we focus on four regression
models: two standard ones as the functional linear model and the functional nonparametric regression, and two more recently developed: the
functional projection pursuit regression and a parsimonious model involving a nonparametric variable selection method. Each of these models are
implemented with two datasets containing near-infrared spectrometric curves. In a first stage, a brief comparative study of these models is carried
out in order to emphasize their possible advantages and drawbacks. At a second stage, one proposes to gather most relevant informations obtained
from these analyses to boost most recent regression models in terms of prediction quality and interpretability.

EI1137: Functional data analysis for positron emission tomography

Presenter:  John Aston, University of Cambridge, United Kingdom

Co-authors: Ci-Ren Jiang, Jane-Ling Wang

Positron Emission Tomography (PET) is an imaging technique which can be used to investigate chemical changes in human biological processes
such as cancer development or neurochemical reactions. Most dynamic PET scans are currently analyzed based on the assumption that linear first
order kinetics can be used to adequately describe the system under observation. However, there has recently been strong evidence that this is not
the case. In order to provide an analysis of PET data which is free from this compartmental assumption, we propose a nonparametric deconvolution
and analysis model for dynamic PET data based on functional principal component analysis. This yields flexibility in the possible deconvolved
functions while still performing well when a linear compartmental model setup is the true data generating mechanism. As the deconvolution needs
to be performed on only a relative small number of basis functions rather than voxel by voxel in the entire 3-D volume, the methodology is both
robust to typical brain imaging noise levels while also being computationally efficient. The new methodology is investigated through simulations
and also applied to a neuroimaging study whose goal is the quantification of opioid receptor concentration in the brain.

EO0046 Room CLO 101 RESAMPLING PROCEDURES FOR DEPENDENT DATA Chair: Andres M Alonso

EOO0155: Resampling techniques for dependent functional data

Presenter: Han Lin Shang, Australian National University, Australia

The bootstrap is a useful method in functional data analysis for estimating the distribution of an estimator or test statistics by resampling data or
a model estimated from data. However, the bootstrap validity heavily depends on whether the functional data are generated from an independent
random variable or a time series. The work is concerned with the application of the bootstrap to functional time series. We extend some commonly
used methods that have been proposed in the univariate time series literature to functional time series context, including Markovian bootstrap,
nonparametric residual bootstrap, and the residual bootstrap for parametric models. Illustrated by a series of simulation studies and real-world
applications, we examine the estimation accuracy of an estimator obtained from different resampling techniques using the notion of interval score.
We argue that methods for implementing the bootstrap with functional time series are not as well understood as methods for independent functional
random variables.

EO0502: Model uncertainty and the forecast accuracy of arma models: A survey

Presenter:  Joao Henrique Goncalves Mazzeu, Universidad Carlos III de Madrid, Spain

Co-authors: Esther Ruiz, Helena Veiga

The objective is to survey the literature on the effects of model uncertainty on the forecast accuracy of linear univariate ARMA models. We consider
three specific uncertainties: parameter estimation, error distribution and lag order. We also survey the procedures proposed to deal with each of
these sources of uncertainty. The results are illustrated with simulated data.

EO0509: Bootstrap VAR forecasts: The effect of model uncertainties

Presenter: Diego Fresoli, Vienna University of Technology, Austria

Co-authors: Esther Ruiz

VAR models are popular to forecast macroeconomic time series. However, the model, the parameters and the error distribution are rarely known
without uncertainty. Bootstrap methods are successfully designed to deal with all these sources of uncertainties. The performance of the popular
forecast Bonferroni cubes constructed using the traditional Gaussian methodology and several variants of the bootstrap procedure that incorporate
error distribution, parameter uncertainty, bias correction and lag order uncertainty are compared. As a result, the relative importance, for different
forecast horizons, number of parameters and persistence of each of these sources of uncertainty is measured. The Monte Carlo results suggest
that the best performance of bootstrap cubes are obtained when taking into account the parameter uncertainty and that bias and model uncertainty
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only become important when constructing long-run forecast regions of persistent VAR models. Similar conclusions are obtained in an empirical
application to a four variate system containing US monthly percent changes of crude oil prices, inflation, industrial production growth and federal
funds rates.

EO0683: Bootstrap-based bias correction for dynamic factor models

Presenter: Carolina Garcia-Martos, Universidad Politecnica de Madrid, Spain

Co-authors: Andres M Alonso, Guadalupe Bastos

The aim is to consider forecasts of a multivariate time series that follows a dynamic factor model. We propose to obtain interval forecasts for the
common factors as well as the original time series by using bootstrap techniques. In particular, we consider the case when the factors are dominated
by highly persistent AR processes. The factors’ AR coefficients are estimated using small sample bias correction techniques. A Monte Carlo study
points out that bias-correcting the AR coefficients of the factors allows us to obtain better results in terms of interval coverage both for the common
factors and the time series. As expected, the simulation reveals that bias-correction is more successful for smaller samples. Results are gathered
assuming the AR order and number of factors known as well as unknown.

EO1076: Bootstrap prediction intervals

Presenter:  Soumendra Lahiri, North Carolina State University, United States

We consider prediction intervals for a general stationary time series based on block bootstrap. Theoretical properties of the bootstrap prediction
intervals are studied. Finite sample properties are illustrated through a small simulation study.

EO176 Room MAL B33 HIGH-PERFORMANCE COMPUTING FOR STATISTICS, ML AND BIG DATA Chair: Alireza Mahani

EOO0158: Yin-Yang sampling: Merging parallel MCMC output

Presenter: Alexandra Posekany, WU Vienna University of Economics and Business, Austria

Co-authors: Sylvia Fruehwirth-Schnatter

Due to a multitude of data available, applied Bayesian researchers and machine learners have recently turned their interest towards approaches
for splitting big data into subsets, performing inference independently in parallel and then merging these outputs. Fields like social networks’
and search engines’ data analysis, as well as biometrics and econometrics, have increasing need for such methods. Today’s challenge is that data
become too large for a single analysis due to the computational burden. Thus, researchers’ attention turned towards finding reasonable approaches
for combining independently obtained results, often samples from posterior distributions, and subsequently obtaining a common result which
recovers the joint posterior distribution and resulting posterior estimators or decisions. We face this challenge through the yin-yang sampler, a
mathematically sound approach to merging two samples from posterior distributions based on different data partitions. We apply the notion of
correcting for applying the same prior for each subset instead of only once for the full data set. Sequential or treewise usage of yin-yang sampling
steps recovers the full sample’s posterior from subsamples’ posteriors for any given number of reasonably large subsets which have to contain
enough information for sound inference results. To demonstrate our approach, we provide several simulation studies, including Bayesian linear
regression and a real economic data example.

EO0160: Statistical model selection with Big Data

Presenter: David Hendry, Oxford, United Kingdom

Co-authors: Jurgen Doornik

Big Data offer potential benefits for statistical modelling, but confront problems including an excess of false positives, mistaking correlations for
causes, selecting by inappropriate methods and tackling vast computations. Paramount considerations when searching for a data-based relationship
using Big Data include the formulation problem of embedding underlying relationships in general initial models, possibly restricting the number
of variables to be selected over by non-statistical criteria; the selection problem of using good quality data on all variables, analyzed at tight
significance levels by a powerful selection procedure, while retaining available theory insights; the evaluation problem of testing for relationships
being well specified and invariant to shifts in explanatory variables, and the computational problem of using a viable approach to handling immense
numbers of possible models. The last is especially important for the extended general-to-specific approach in Autometrics, but a feasible solution
using mixing multiple block path searches while retaining theory insights is described.

EO00274: SIMD parallel MCMC sampling with applications for big-data Bayesian analytics

Presenter: Alireza Mahani, Sentrana Inc, United States

Co-authors: Mansour Sharabiani

Two opportunities for Single-Instruction Multiple-Data (SIMD) parallelization of MCMC sampling for probabilistic graphical models are pre-
sented. In exchangeable models with many observations such as Bayesian Generalized Linear Models (GLMs), child-node contributions to
the conditional posterior of each node can be calculated concurrently. In undirected graphs with discrete-value nodes, concurrent sampling of
conditionally-independent nodes can be transformed into a SIMD form. High-performance libraries with multi-threading and vectorization ca-
pabilities can be readily applied to such SIMD opportunities to gain decent speedup, while a series of high-level source-code and runtime mod-
ifications provide further performance boost by reducing parallelization overhead and increasing data locality for Non-Uniform Memory Access
architectures. For big-data Bayesian GLM graphs, the end-result is a routine for evaluating the conditional posterior and its gradient vector that
is 5 times faster than a naive implementation using (built-in) multi-threaded Intel MKL BLAS, and reaches within the striking distance of the
memory-bandwidth-induced hardware limit.

EO0389: Distributed particle filters: Alpha SMC and forest resampling

Presenter: Nick Whiteley, University of Bristol, United Kingdom

Co-authors: Anthony Lee, Kari Heine

One challenge in inference for large, or otherwise complex, datasets is the design of algorithms that scale on parallel and distributed architectures.
In the context of Sequential Monte Carlo (SMC) for hidden Markov models, longer data records necessitate an increased number of particles, N, in
order to provide accurate estimates: when N is large one is naturally drawn to distributed implementations of the algorithm with particles simulated
on different computers on a network. We will discuss alpha SMC, a generalization of Sequential Monte Carlo in which interaction between particles
is modulated by a sequence of “alpha” matrices. Theoretical results then motivate the design of adaptive choices of alpha matrices that satisfy a
generalized effective sample size criterion. Combined with a useful lower bound on this effective sample size that does not require the transmission
of all particle weights to a central processor, this motivates forest resampling - a specific implementation of alpha SMC amenable to implementation
in a distributed environment.

EO0694: Variable selection in high-dimensional data sets using GPU

Presenter:  Witold Rudnicki, University of Bialystok, Poland

Co-authors: Szymon Migacz, Krzysztof Mnich, Antoni Rosciszewski, Andrzej Sulecki, Pawel Tabaszewski

The aim is to describe new algorithms for knowledge discovery that are possible due to high computational power of GPUs. We focus on algorithmic
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side and provide illustrations with biomedical applications. The algorithms are general and can be applied to any problem described with millions
of features. The ideas originate from problems in modern molecular biology, which generates datasets with thousands and even millions of features.
Finding relevant features is crucial for building explanatory models. Their huge number combined with relatively small number of objects and
weak signal hidden behind inevitable noise constitutes really hard problem. We have developed the feature selection scheme in the information
system based on exhaustive search in two and more dimensions. We generate all possible pairs, triplets etc. of variables and compute information
gain for decision variable due to each n—tuple of variables in reference to the a priori distribution. The variables of n—tuples that are statistically
significant are deemed relevant and selected for further analysis. The GPU implementation of the algorithm is capable of analysing billions of
n—tuples per second, therefore enabling the exhaustive search of synergistic effects in large multi-dimensional datasets.

EO098 Room MAL 421 STATISTICAL MODELLING Chair: Jochen Einbeck

EO00202: Continuous-time multi-state survival models for cross-sectional data

Presenter: Ardo van den Hout, University College London, United Kingdom

Co-authors: Luz Sanchez-Romero

A multi-state survival model describes change of status over time. The archetype example is the three-state illness-death model, where individuals
are in state 1 when they are healthy, in state 2 when they are ill, and in state 3 when they are deceased. Typically, longitudinal data are available
with repeated observations within individuals. When transition times between the states are interval censored, the data are called panel data. There
is range of methods in the literature for fitting continuous-time multi-state survival models to panel data. With longitudinal data there is individual-
specific information on the transition process during the follow-up. With cross-sectional data, this information is not available. In case the time
scale of the process is age in years, cross-sectional data typically consist of a table with sample frequencies pertaining to different individuals for
each age/state cross-classification. We consider the statistical modelling of a continuous-time multi-state survival process using cross-sectional
data. Included topics are identifiability problems, hazard models, estimation, and goodness of fit. The modelling will be illustrated with a data
analysis.

EO0428: A goodness-of-fit test for the stratified proportional hazards model for survival data

Presenter:  Jean-Francois Dupuy, INSA de Rennes, France

Co-authors: Rim Ben Elouefi

Goodness-of-fit testing is addressed in the stratified proportional hazards model for survival data. Stratified proportional hazards regression gen-
eralizes usual Cox regression by allowing different groups (called strata) of the population under study to have distinct baseline hazard functions.
The stratified proportional hazards model has recently been applied in various fields, such as economy, marketing, medicine and public health.
Goodness-of-fit testing has thus become a crucial issue in this model. A test statistic based on within-strata cumulative sums of martingale resid-
uals over covariates is proposed. Its asymptotic distribution is derived under the null hypothesis of model adequacy. A Monte Carlo procedure
is proposed to approximate the critical value of the test. Simulation studies are conducted to examine finite-sample performance of the proposed
statistic for various sample sizes, censoring fractions and numbers of strata. It is shown that the proposed test performs well under a wide range of
conditions usually encountered in practice.

EO1015: A unified multivariate survival model in presence of a cure fraction

Presenter:  Francisco Louzada, University of Sao Paulo, Brazil

We propose a new lifetime model for multivariate survival data with a surviving fraction. We develop this model assuming that there are m types
of unobservable competing risks, where each risk is related to a time of the occurrence of an event of interest. We explore the use of Markov chain
Monte Carlo methods to develop a Bayesian analysis for the proposed model. We also perform a simulation study in order to analyse the frequentist
coverage probabilities of credible interval derived from posteriors. Our modelling is illustrated through a real data set on medical area.

ECO0633: The gradient test for generalised linear models with random effects

Presenter:  Antonio Hermes Marques da Silva Junior, Durham University, United Kingdom

Co-authors: Jochen Einbeck, Peter Craig

A common interest in regression analysis is explanatory variable selection. This problem is often addressed via hypothesis testing. In the context
of generalised linear models with random effects, we discuss the problem of hypothesis testing for the regression parameters. The focus is on a
relatively new test, named gradient test, which has the advantage of not relying on matrix operations, and not requiring estimation of the Fisher
Information matrix. The reference distribution of this new statistic is chi-square, similarly as for the well known likelihood ratio, Wald and Rao
tests. The performance of the gradient test is evaluated in terms of nominal and power levels and compared to the three other tests. We provide
numerical results and discussions on the performance of the four tests under analysis.

EO0806: A new test for number inflation or number deflation

Presenter: Paul Wilson, University Of Wolverhampton, United Kingdom

Co-authors: Jochen Einbeck

‘We present a test of zero-modification which checks if the observed number of zeros is consistent with the hypothesized count distribution. This test
has three major advantages over currently available tests, e.g. likelihood ratio, score and Wald tests: (i) it is highly intuitive and easily understood
by non-statisticians; (ii) both the sample size and probability of a zero observation are incorporated into the determination of the distribution of
the test statistic, this is not the case for current tests which are reliant on the asymptotic distribution of the test statistic which may be a poor
approximation to the true distribution; (iii) for low values of the parameter of the count distribution it is considerably more powerful than existing
tests. This test is easily extended to test for inflation or deflation of any non-negative values, and, by performing tests of inflation/deflation of the
counts present in observed data relative to any given model, it is possible to assess the suitability of that model, thus the test has applications far
beyond its original remit as a test of zero-inflation. Such testing may be represented diagrammatically.

EO092 Room MAL B35 SPATIAL EXTREMES AND MAX-STABLE PROCESSES Chair: Clement Dombry

EO0271: Estimation and assessment of anisotropic Brown-Resnick space-time models

Presenter:  Sven Buhl, Technische Universitaet Muenchen, Germany

Co-authors: Claudia Klueppelberg

Max-stable processes can be viewed as the natural infinite-dimensional generalisation of multivariate extreme value distributions. We focus on
the Brown-Resnick space-time process, a prominent max-stable model. We extend existing spatially isotropic models to more general anisotropic
versions and use pairwise likelihood to estimate the model parameters. For regular grid observations we prove strong consistency and asymptotic
normality of the estimators for fixed and increasing spatial domain, when the number of observations in time tends to infinity. We also present a
statistical test for spatial isotropy versus anisotropy, which is based on asymptotic confidence intervals of the pairwise likelihood estimators and
carried out using a subsampling procedure. We fit the spatially anisotropic Brown-Resnick model and apply the proposed test to precipitation
measurements in Florida. In addition, we present some recent diagnostic tools for model assessment.
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EO0278: Asymptotic properties of the empirical spatial extremogram

Presenter:  Yong Bum Cho, Columbia University, United States

Co-authors: Richard Davis, Souvik Ghosh

The extremogram is a useful tool for measuring extremal dependence and checking model adequacy in a time series. We define the extremogram in
the spatial domain when the data is observed on a lattice or at locations distributed as a Poisson point process in d-dimensional space. We establish
a central limit theorem for the empirical spatial extremogram. We show these conditions are applicable for max-moving average processes and
Brown-Resnick processes and illustrate the empirical extremogram’s performance via simulation. We also demonstrate its practical use with a data
set related to rainfall in a region in Florida.

EO0447: Spatial extremes for fire risk assessment

Presenter: Benjamin Shaby, Penn State University, United States

Wildfires have the potential to inflict huge losses of life, infrastructure, and habitat. High-resolution climate models can simulate weather variables
that influence ignition probability and spread potential, but these models produce distributions for these variables that have unrealistic tails. We use
spatial max-stable models to extract meaningful information about extreme fire weather in California from high-resolution weather model output
by constructing a spatial downscaling model within the max-stable framework. This allows us to treat climate model output as covariates, rather
than as future weather variables, in a spatial extreme value regression model fit to observed data.

EO1160: Spatial modeling of drought events using max-stable processes

Presenter: Marco Oesting, University of Siegen, Germany

Co-authors: Alfred Stein

Having severe environmental and socioeconomic impact, drought events belong to the most far-reaching natural disasters in Africa. We analyzed
and modeled the spatio-temporal statistical behaviour of the Normalized Difference Vegetation Index (NDVI) as an indicator for drought, reflecting
its effects on vegetation. The study used a data set for Rwanda obtained from multitemporal satellite remote sensor measurements during a 14
year period and divided into season-specific spatial random fields. Extreme deviations from average conditions were modeled with max-stable
Brown-Resnick processes taking methodological and computational challenges into account. Those are caused by the large spatial extent and
the relatively short time span covered by the data. Extensive simulations enabled us to go beyond the observations and, thus, to estimate several
important characteristics of extreme drought events, such as their expected return period.

EO0890: On functional records and champions

Presenter: Maximilian Zott, University of Wuerzburg, Germany

Co-authors: Clement Dombry, Michael Falk

Records among a sequence of iid random variables X1, X>3,... on the real line have been investigated extensively over the past decades. A record
is defined as a random variable X,, such that X,, > max(Xj,...,X,—1). Trying to generalize this concept to the case of random vectors, or even
stochastic processes with continuous sample paths, the question arises how to define records in higher dimensions. We introduce two different
concepts: A record is meant to be a stochastic process (or a random vector) X, that is larger than X1, ..., X, in at least one component, whereas
a champion has to be larger than its predecessors in all components. The behavior of records and champions is investigated. In particular, the
probability that a stochastic process X, is a record (or champion) as » tends to infinity is studied, assuming that the processes are in the max-domain
of attraction of a max-stable process. Furthermore, the distribution of X,,, given that X;, is a record (or champion) is derived.

EO076 Room MAL B36 MACHINE LEARNING, APPROXIMATION AND ROBUSTNESS Chair: Andreas Christmann

EO00279: Approximation theory viewpoints of some learning algorithms

Presenter: Ding-Xuan Zhou, City University of Hong Kong, China

Methods and ideas from approximation theory and function spaces play an important role in learning theory. We provide approximation theory
viewpoints of some learning algorithms: randomized Kaczmarz algorithm, online learning and gradient descent algorithms, learning with functional
data, and some other related methods.

EO0374: On robustness properties of kernel based methods

Presenter: Andreas Christmann, University of Bayreuth, Germany

The focus is on statistical robustness properties of kernel based methods. Computational issues for the kernel methods and their bootstrap approxi-
mations will also be discussed.

EO0606: Learning theory for vector-valued distribution regression

Presenter:  Zoltan Szabo, University College London, United Kingdom

Co-authors: Bharath Sriperumbudur, Barnabas Poczos, Arthur Gretton

The focus is on the distribution regression problem (DRP): we regress from probability measures to Hilbert-space valued outputs, where the
input distributions are only available through samples (this is the ‘two-stage sampled’ setting). Several important statistical and machine learning
problems can be phrased within this framework including point estimation tasks without analytical solution (such as entropy estimation), or multi-
instance learning. However, due to the two-stage sampled nature of the problem, the theoretical analysis becomes quite challenging: to the best
of our knowledge the only existing method with performance guarantees to solve the DRP task requires density estimation (which often performs
poorly) and the distributions to be defined on a compact Euclidean domain. We present a simple, analytically tractable alternative to solve the DRP
task: we embed the distributions to a reproducing kernel Hilbert space and perform ridge regression from the embedded distributions to the outputs.
We prove that this scheme is consistent under mild conditions, and construct explicit finite sample bounds on its excess risk as a function of the
sample numbers and the problem difficulty. Specifically, we establish the consistency of set kernels in regression, which was a 15-year-old-open
question, and also present new kernels on embedded distributions. The practical efficiency of the studied technique is illustrated in supervised
entropy learning and aerosol prediction.

EC0468: Optimal rates for regularization of statistical inverse problems

Presenter: Nicole Muecke, University of Potsdam, Germany

Co-authors: Gilles Blanchard

An ill-posed inverse problem Af = g with A : #; — %, a known bounded linear operator between Hilbert spaces is considered. The aim is to
recover the element f € #5 from a partial and noisy observation of the element g. In a statistical learning setting, #5 is a space of real-valued
functions over some set X and observations are the noisy values Y; := g(X;) + €; at iid data points Xj,...,X,, drawn according to a probability
distribution v on X with E[Y;|X;] = ¢(X;). The ¢; are independent noise variables, satisfying [E[€;|X;] = 0. An estimator of f is obtained via some
spectral regularization method. In order to obtain a non-trivial rate of convergence it is assumed, that f satisfies some source condition, which
quantifies the regularity of f and determines the possible rates of reconstruction. If z = (x,y) are observed data and (A(n)), is a sequence of

regularization parameters, there is an optimal a-priori choice Ag(n) to get best minimax rates for the estimator fzx‘](”) in probability, for the scale of

norms HBs(f—fz)‘“("))Hy{], 0<s<1/2, where B=S*S,S=10Aand1: # —s L*(X,v) an embedding.

64 © CFE and CMStatistics networks. All rights reserved.



Saturday 12.12.2015 16:35 - 18:40 CFE-CMStatistics 2015 Parallel Session F — CFE-CMStatistics

EO070 Room MAL 414 MODEL ASESSMENT Chair: Maria Dolores Jimenez-Gamero

EO0348: Minimum distance estimators for count data based on the probability generating function with applications

Presenter:  Apostolos Batsidis, University of loannina, Greece

Co-authors: Maria Dolores Jimenez-Gamero, Francisco Novoa-Munoz

Parameter estimation is a crucial aspect of statistical data analysis. Maximum likelihood (ML) estimation is the most popular method of estimating
the unknown parameters of a model. Although efficient, it is well-known that ML estimates are rather sensitive to outlying observations or/and
computationally difficult if the corresponding probability density function or probability mass function is complicated. For these reasons, alternative
procedures have been proposed and in this frame the use of transforms such as the characteristic function, the moment and the probability generating
function in point estimation has been investigated. Specifically, when dealing with count data, inferential methods based on the empirical probability
generating function have been proposed. Properties of parameter estimators obtained my minimizing a distance between the empirical probability
generating function and the probability generating function of a model for count data are studied. Specifically, it is proved that, under certain not
restrictive conditions, the resulting estimators are consistent and, suitably normalized, asymptotically normal, even if the model is misspecified.
Applications of the obtained results to the goodness-of-fit problem, model selection problem and to the problem of testing for separate families of
distributions are considered.

EO0718: Robust testing for superiority between two regression curves

Presenter: Juan-Carlos Pardo-Fernandez, Universidade de Vigo, Spain

Co-authors: Graciela Boente

The focus is on the problem of testing the null hypothesis that the regression functions of two populations are equal versus one-sided alternatives
under a general nonparametric homoscedastic regression model. To protect against atypical observations, the test statistic is based on the residuals
obtained by using a robust estimate for the regression function under the null hypothesis. The asymptotic distribution of the test statistic is studied
under the null hypothesis and under root-n contiguous alternatives. A Monte Carlo study is performed to compare the finite sample behaviour of
the proposed tests with the classical one obtained using local averages. A sensitivity analysis is carried on a real data set.

EO1102: New models for underdispersed count data based on M/M/1 queues

Presenter: Amanda Fernandez-Fontelo, Autonomous university of Barcelona, Spain

Co-authors: Pedro Puig

In count data the phenomenon of underdispersion is less common than overdispersion. Accordingly, the researchers have been developed a wide
range of statistical models which are able to deal with overdispersion, but few one are able to treat with underdispersion. One of these few models
is the COMPoisson distribution which is based on the theory of M/M/1 queues. It was introduced assuming that the service rate could depend on
the length of the queue following a power function u, = un®, in which c is a constant indicating the degree to which the service rate is affected by
the system state, and describing the (over) underdispersion of the data. Similarly, we propose other models for the service rate, like an exponential

function u, = eﬁ” obtaining in this case an equilibrium distribution expressed as p, = W po in which the parameter 3 is also able to model the

underdispersion of the data. We also propose a graphical procedure to distinguish in Wthh cases are better our distribution than the COMPoisson.
This methodology is applied to several examples, one of them is the number of chromosomal aberrations in irradiated cells, useful in Dosimetry.

EO1086: On how to distinguish between tail distribution with right-truncated or with exponential decay

Presenter: Isabel Serra, Universitat Autonoma de Barcelona, Spain

Co-authors: Paul Rochet

In extreme value theory, the performances of most estimators of the tail index highly rely on the family of the limit distribution (e.g. Weibull,
Gumbel or Frechet). We consider the test on separate families of hypothesis for exponential versus uniform distributions that can be used to
determine the family of the limit distribution. We derive the most powerful test for such hypothesis under mild restrictions.

EO1062: On the estimation of the characteristic function in finite populations with applications

Presenter: Maria Dolores Jimenez-Gamero, University of Sevilla, Spain

Co-authors: Juan Luis Moreno-Rebollo, Jose Antonio Mayor-Gallego

The estimation of the characteristic function of a finite population is studied. Specifically, the weak convergence of the finite population empirical
characteristic process is studied. Under suitable assumptions, it has the same limit as the empirical characteristic process for independent, identically
distributed data from a random variable, up to a multiplicative constant depending on the sampling design. Applications of the obtained results for
the two-sample problem, testing for symmetry and testing for independence are given.

EO0234 Room MAL B34 R PACKAGES FOR MULTIVARIATE OUTLIER DETECTION Chair: Anne Ruiz-Gazen

EO0349: The restlos package: Robust estimation of location and scatter

Presenter:  Steffen Liebscher, Martin-Luther-University Halle-Wittenberg, Germany

Co-authors: Thomas Kirschstein

The restlos package is an R package available on CRAN which implements several methods for robust estimation of multivariate location (mean
and mode) and scatter. Inherently, all methods can also be used for outlier detection. The methods are based on self-organizing maps (flood
algorithm), minimum spanning trees (pMST), Delaunay triangulations (RDELA), and minimum volume convex sets (MVCH). A brief overview
is presented on how to efficiently use the package. A small example is provided for each method in order to demonstrate how the corresponding
package functions should be used and how the resulting numerical and graphical outputs can be interpreted. Current limitations of the package and
possible directions for future improvements are outlined as well.

EO0460: Using projection pursuit for outlier detection in R: The package REPPlab

Presenter: Klaus Nordhausen, University of Turku, Finland

Co-authors: Daniel Fischer, Alain Berro, Anne Ruiz-Gazen

The R-package REPPIab is designed to explore multivariate data sets using one-dimensional unsupervised projection pursuit. The implemented
indices are either adapted to cluster or to outlier detection. The strategy of exploration in REPPlab is divided into two steps. In a first step the
software calculates many potentially interesting projections using several starting values for a given projection index. The second step is dedicated
to the exploration of the obtained projections. The indices and tools useful for outlier detection will be demonstrated using simulated and real
examples.
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EO0646: Intepretation of outliers in compositional data using the R-package mvoutlier

Presenter: Karel Hron, Palacky University, Czech Republic

Co-authors: Peter Filzmoser

Multivariate outliers are often the most interesting data points because they show atypical phenomena. Several classical and robust methods have
been proposed for their identification also in the context of compositional data - multivariate observations carrying relative information (typically
proportions, percentages, mg/kg, etc.). The proposed tools help to better understand the reason, why these samples are defined as atypical by
representing them in maps, in a compositional biplot, in univariate scatter plots, and in parallel coordinate plots. In all plots, the same special colors
and symbols can be selected, referring to the relative position of the outliers in the multivariate data cloud and thus supporting an interpretation
of these observations. Since compositional data are considered, a relation to the single compositional parts can be established only by special
isometric logratio coordinates. The developed tools are freely available in the R package mvoutlier. The function mvoutlier.CoDa() computes the
multivariate outliers, and it prepares the information for the symbols and colors. The resulting object can then be used for the plot function. All
arguments are consistent for the presentations, which makes it possible to see the same symbol and color choices in different views, revealing the
structure of the multivariate outliers.

EO0766: Comparison of statistical methods for multivariate outlier detection

Presenter: Aurore Archimbaud, Toulouse School of Economics, France

Co-authors: Anne Ruiz-Gazen, Klaus Nordhausen

Detection of multivariate outliers is a relevant topic in many fields such as fraud detection or manufacturing defects detection. Several non-
supervised multivariate methods exist and some are based on robust and non-robust covariance matrices estimators such as the Mahalanobis
distance (MD) and its robust version (RD), the robust Principal Component Analysis (PCA) with its diagnostic plot and the Invariant Coordinate
Selection (ICS). The objective is to compare these different methods. Note that all these methods lead to one or several scores associated to each
observation and high scores are associated with potential outliers. For robust PCA and ICS, some components are selected and outliers are identified
by using some test procedure. This last step is not trivial: relevant cut-offs have to be determined and the simultaneity of tests has to be taken
into account. The comparison is performed on simulated data sets with mixtures of Gaussian distributions in the context of a small proportion of
outliers and when the number of observations is at least five times the number of variables. The Minimum Covariant Determinant (MCD) estimator
is considered. The implementation is based on functions from the R packages: robustbase, rrcov, ICS and CerioliOutlierDetection.

EO1033: Practical outlier detection in business surveys using robust estimation

Presenter:  Valentin Todorov, UNIDO, Austria

It is common that data collected through business surveys may contain outliers and be incomplete (missing values and non-response), usually
skewed, and semi-continuous distributions occur often. The multivariate aspect of the data collected in business surveys makes the task of outlier
identification particularly challenging. The outliers can be completely hidden in one or two dimensional views of the data. Not many studies of
outlier detection methods for business survey data based on robust methods are found in the literature, and the two studies that we can mention
present two R packages (rrcovNA and modi) implementing several reliable methods for outlier detection. New methods, added to the R package
rrcovNA will be described and their performance will be investigated using the real data set included in the modi package as well as a data set
based on a survey carried by UNIDO.

EO150 Room MAL B29 CONVEX OPTIMIZATION IN STATISTICS Chair: Keith Knight

EO0395: Convex optimization for models of unobserved heterogeneity

Presenter: Roger Koenker, University of Illinois, United States

Recent developments in convex optimization have greatly expanded the potential scope of semiparametric methods in statistics. Some new ap-
plications to quantile regression methods will be described focusing on first order gradient descent methods for large problems, as well as Kiefer
Wolfowitz non-parametric maximum likelihood estimator for general mixture models.

EO1134: Early false discoveries along Lasso path

Presenter: Malgorzata Bogdan, Wroclaw University, Poland

Co-authors: Weijie Su, Emmanuel Candes

It is widely believed that as long as the true signals (nonzero regression coefficients) are sufficiently strong, Lasso shall first select true signals
along its path. We will show that this common belief holds only if the number of true regressors is sufficiently small. In other case false discoveries
are bound to occur relatively early on the LASSO path. We will thoroughly discuss this phenomenon using the classical regression model with the
Gaussian design matrix, where we provide a tight lower bound for the false discovery proportion to be obtained if one wants to discover a certain
proportion of true signals. We also provide an upper bound on the waiting time for the first false discovery.

EO1060: Accelerated proximal point methods for solving penalized regression problems

Presenter: Sangkyun Lee, TU Dortmund University, Germany

Efficient optimization methods to obtain solutions of penalized regression problems, especially in high dimensions, have been studied quite exten-
sively in recent years, with their successful applications in machine learning, image processing, compressed sensing, and bioinformatics, just to
name a few. Amongst them, proximal point methods and their accelerated variants have been quite competitive in many cases. These algorithms
make use of special structures of problems, e.g. smoothness and separability, endowed by the choices of loss functions and regularizers. We will
discuss two types of first-order proximal point algorithms, namely accelerated proximal gradient descent and accelerated hybrid proximal extra
gradient methods, focusing on the latter, in the context of lasso and Dantzig selector.

EO0799: A simple selection of threshold for estimators defined as a solution to convex optimization

Presenter:  Sylvain Sardy, University of Geneva, Switzerland

Many thresholding estimators are defined as solution to a convex optimization problem, e.g., lasso. We present two such estimators: GLM-lasso and
anew block total variation estimator, both motivated by telescope image processing in Cosmology. We discuss how one can solve the corresponding
convex optimization, and importantly, how to select the threshold parameter(s) in a simple and computer efficient way.

EO1084: Minimum integrated L, norm estimation

Presenter:  Keith Knight, University of Toronto, Canada

For the general “signal plus noise” model ¥; = 6; +¢; (i = 1,--- ,n), we consider estimators of {6;} minimizing [5" £,(¥; —0y,---,¥, —6,) o(dp)
subject to some constraints on {6;}, where ® is some measure on [2,0) and £, (1, ,u) = {n ' ¥, |ui|p}2/p. For light-tailed noise, this type
of estimation can be very useful relative to least squares. At first glance, minimization of the objective function seems quite difficult; however, we
will show that it can be minimized using a simple iteratively reweighted least squares algorithm.
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EO0210 Room MAL B20 MODELING AND STATISTICAL INFERENCE OF RECURRENT EVENTS Chair: Maria del Carmen Pardo

EO0415: Tests for monotonic and nonmonotonic trend in time censored recurrent event data

Presenter:  Jan Terje Kvaloy, University of Stavanger, Norway

Co-authors: Bo Henry Lindqvist

In recurrent event data it is often of interest to detect possible systematic changes in the pattern of events. An example is a repairable system for
which it is important to detect changes in the pattern of failures. Another example is to test for changes in the return of a recurrent disease. We
say that there is a trend in the pattern of events if the inter-event times tend to alter in some systematic way, which means that the inter-event times
are not identically distributed. By using statistical trend tests it is possible to decide whether such an alteration is statistically significant or not.
In general a trend in the pattern of events can be either monotonic or nonmonotonic and it is thus useful to have tests with power against both
monontonic and nonmonotonic trend. We present a class of statistical tests for trend in the event times in time censored recurrent event data based
on the general null hypothesis of a renewal process. This class does in particular include a test which is attractive for general use by having good
power properties against both monotonic and nonmonotonic trends.

EO0559: A large class of models for recurrent events for which profile likelihood inference fails

Presenter:  Eric Beutner, Maastricht University, Netherlands

Co-authors: Laurent Bordes, Laurent Doyen

Recurrent event data arise from the study of processes that generate events repeatedly over time. Such processes occur in many settings such
as biomedicine, clinical trials and engineering to mention a few. We consider a semi-parametric model for recurrent events that consists of an
unknown hazard rate function, the infinite-dimensional parameter of the model, and a parametrically specified effective age function. We will
present a condition on the family of effective age functions under which the profile likelihood function evaluated at the parameter vector e, say,
exceeds the profile likelihood function evaluated at the parameter vector e’, say, with probability p. From this we derive a condition under which
profile likelihood inference for the finite-dimensional parameter of the model leads to inconsistent estimates. Examples will be presented. In
particular, we provide an example where the profile likelihood function is monotone with probability one regardless of the true data generating
process. Furthermore, we present statistical models containing the renewal process and the nonhomogeneous Poisson process as special cases for
which it turn out that the profile likelihood function at the parameter corresponding to the nonhomogeneous Poisson process is never less than at
the parameter corresponding to the renewal process regardless of whether the data come from a renewal process or an nonhomogeneous Poisson
process.

EO0679: On the use of Fleming and Harrington’s test to detect late effects in clinical trials

Presenter: Nicolas Savy, Toulouse Institute of Mathematics, France

Co-authors: Valerie Gares, Jean-Francois Dupuy, Sandrine Andrieu

The question of detection of late effects in the setting of clinical trials has been previously investigated. The most natural test for detecting this kind
of effects depends on a parameter that, in the context of clinical trials, must be chosen a priori. We examine the reasons why this test is adapted to
the detection of late effects by studying its optimality in terms of Pitman Asymptotic Relative Efficiency. We give an explicit form of the function
describing alternatives for which the test is optimal. Moreover, we observe by means of a simulation study that this test is not very sensitive to
the value of the parameter, which is very reassuring for its use in clinical trials. The main conclusion is that the logrank test is optimal to test the
proportional risks assumption, while Fleming Harrington test is optimal to test the late effect assumption. However, it is not always easy to choose
between these alternatives. A test, based on a so-called expert a priori, has been introduced to override this difficulty.

EO0751: Estimation for counting processes with high-dimensional covariates

Presenter: Sarah Sarah Lemler, Ecole CentraleSupelec, France

Recurrent event data arise in such fields as medicine, insurance, economics, and reliability. Such events include, for example, relapse from a
disease in biomedical research, monetization in marketing or blogging in social network study. In this context, proportional hazards models have
been largely studied in the literature to model the rate functions of recurrent event data, that represent the instantaneous probability of experiencing
arecurrent event at a given time. We propose a novel kernel estimator of the baseline function in a general high-dimensional Cox model, for which
we derive non-asymptotic rates of convergence. To construct our estimator, we first estimate the regression parameter in the Cox model via a Lasso
procedure. We then plug this estimator into the classical kernel estimator of the baseline function, obtained by smoothing the so-called Breslow
estimator of the cumulative baseline function. We propose and study an adaptive procedure for selecting the bandwidth. We state non-asymptotic
oracle inequalities for the final estimator, which reveal the reduction of the rates of convergence when the dimension of the covariates grows. Lastly,
we conduct a study to measure the practical performances of the resulting estimator on simulated data and we apply the implemented procedure to
a real dataset.

EO1231: Joint scale-change models for recurrent events and failure time

Presenter:  Chiung-Yu Huang, Johns Hopkins University, United States

Co-authors: Gongjun Xu, Sy Han Chiou, Mei-Cheng Wang, Jun Yan

Recurrent event data arise frequently in various fields such as biomedical sciences, public health, engineering, and social sciences. In many
instances, the observation of the recurrent event process can be stopped by the occurrence of a correlated failure event, and thus violates the
independent censoring assumption required by most conventional statistical methods. We propose a joint scale-change model for the recurrent
event process and the failure time that allows the censoring time to be informative about the recurrent event process. In particular, a shared frailty
variable is used to model the association between the two types of outcomes. In contrast to the popular Cox-type joint modeling approaches,
the regression parameters in the proposed joint scale-change model have marginal interpretations. Moreover, the proposed approach is robust in
the sense that no parametric assumption is imposed on the distribution of the unobserved frailty and that we do not need the strong Poisson-type
assumption for the recurrent event process. We establish consistency and asymptotic normality of the proposed semiparametric estimators under
suitable regularity conditions. To estimate the corresponding variances of the estimators, we develop a computationally efficient resampling-based
procedure. Simulation studies and an analysis of hospitalization data from the Danish Psychiatric Central Register illustrate the performance of the
proposed method.

EO116 Room CLO 203 ASYMPTOTIC PROPERTIES IN NONPARAMETRIC PROBLEMS Chair: Sophie Dabo

EO0437: Strong approximation of multidimensional P-P plots processes by Gaussian processes with statistical applications

Presenter: Salim Bouzebda, Universite de Technologie de Compiegne, France

The aim mainly concerns with the strong approximation of P-P plot processes in R? by sequences of Gaussian processes. In order to evaluate the
limiting laws, a general notion of bootstrapped multidimensional P-P plots processes, constructed by exchangeably weighting sample, is presented.
Finally, we discuss some applications.
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EO0540: Concentration rates in semi-Markov models

Presenter:  Ghislaine Gayraud, University of Technology of Compiegne, France

Co-authors: Nikolaos Limnios, Irene Votsi

The asymptotic behavior of the posterior distribution in semi-Markov models is investigated. Taking into consideration the advantages of the
semi-Markov process versus Markov processes, we extend previous results to the later processes. Since one of ingredients for our purposes is the
construction of relevant test procedures, we construct suitable statistical tests between Hellinger balls based on observations from a semi-Markov
process.

EO0725: Semiparametric estimation with spatially correlated recurrent events

Presenter: Akim Adekpedjou, Missouri University of Science and Technology, United States

Co-authors: Sophie Dabo

Consider n geographical regions that are monitored for the occurrence of a recurrent event. Further assume that various environmental factors,
common to the regions trigger the recurrence of the event of interest leading to spatially correlated recurrent event data. We first propose a
model for the spatial correlation structure. Techniques for estimating theregression coefficients in a Cox-type model as well as the parameters
of the correlation structure are presented. The estimators obtained have population interpretation and help identify risk factors that contribute to
recurrence. The estimation procedures are facilitated by transforming the original gap-times yielding a multivariate Gaussian random field where
the marginal Cox-type models for the original gap-times is preserved. Asymptotic properties are discussed. A simulation study ascertaining the
theoretical results and an illustration with a real spatially correlated recurrent event data are presented.

EOO0715: Asymptotic properties of quasi-empirical likelihood with functional constraints

Presenter: Emmanuelle Gautherat, CREST and Reims University, France

The purpose is to review some recent extensions of the so-called generalized empirical likelihood method, when the Kullback distance is replaced
by some general convex divergence. We propose to use, instead of empirical likelihood, some regularized form or quasi-empirical likelihood
method, corresponding to a convex combination of Kullback and chi-2 discrepancies. We show that for some adequate choice of the weight in
this combination, the corresponding quasi-empirical likelihood is Bartlett-correctable. We also establish some bounds for the confidence regions
obtained by using this method. We show that this kind of results may be extended to process valued infinite dimensional parameters.

EO1170: Adaptive variable selection in nonparametric sparse models

Presenter:  Cristina Butucea, University Paris-Est Marne, France

Co-authors: Natalia A Stepanova

We consider the problem of almost full recovery of the s-sparse additive components of an unknown multivariate signal f observed in a d-
dimensional Gaussian white noise model. We assume that f belongs to a class of smooth functions F'. For two different choices of F', we establish
conditions under which almost full variable selection is possible, and provide a procedure that gives almost full variable selection. The procedure
does the best (in the asymptotically minimax sense) in selecting most non-zero components of f. Moreover, it is adaptive in the parameter s.

EO144 Room MAL G15 SPATIAL AND SPATIO-TEMPORAL PROCESSES AND THEIR APPLICATIONS Chair: Jooyoung Jeon

EOO0512: A constructive spatio-temporal approach to modeling spatial covariance

Presenter: Ephraim Hanks, Penn State, United States

An approach for modeling areal spatial covariance is presented by considering the stationary distribution of a spatio-temporal Markov random walk.
This stationary distribution corresponds to an intrinsic simultaneous autoregressive (SAR) model for spatial correlation, and provides a principled
approach to specifying areal spatial models when a spatio-temporal generating process can be assumed. The approach is applied to a study of
spatial genetic variation of trout in a stream network in Connecticut, USA, and a study of crime rates in neighborhoods of Columbus, OH, USA.

EO0660: Quadratic estimation of random field non-stationarity

Presenter: Ethan Anderes, University of California at Davis, United States

More than a decade ago two physicists, Wayne Hu and Takemi Okamoto, invented a new estimator for measuring the dark matter distortion
imprinted on the our observations of the cosmic microwave background (which is a relic signal of the big bang). Their estimator, called the
quadratic estimator, quickly became the state-of-the-art tool for the detecting, measuring and mapping dark matter. From a spatial statistics
perspective this estimator has some remarkable properties. We present an analysis of the quadratic estimator in the context of both cosmology and
in a more generalized setting of estimating random field non-stationarity. We also present some extensions to the quadratic estimator from both the
frequentest and Bayesian perspective.

EO1198: Cauchy cross-covariance functions for multivariate random fields

Presenter: Tatiyana Apanasovich, George Washington University, United States

The class which is refereed to as the Cauchy family allows for the simultaneous modeling of the long memory dependence and correlation at
short and intermediate lags. We introduce a valid parametric family of cross-covariance functions for multivariate spatial random fields where
each component has a covariance function from a Cauchy family. We present the conditions on the parameter space that result in valid models
with varying degrees of complexity. We discuss practical implementations, including reparameterizations to reflect the conditions on the parameter
space. We show results of various Monte Carlo simulation experiments to explore the performances of our approach in terms of estimation and
cokriging. The application of the proposed multivariate Cauchy model is illustrated on a dataset from the field of Satellite Oceanography.

EO0998: Semiparametric modeling of intraday temperature data

Presenter: Iryna Okhrin, Dresden University for Technology, Germany

Co-authors: Yarema Okhrin, Wolfgang Schmid

The modeling of weather data differs from the modeling of other type of data like financial, biological, medical data. Temperature have property
of daily and annual seasonality. Parametric and semiparametric procedures are derived for modeling this type of data. The parametric approach
is based on the truncated Fourier series. The extraction of both daily and annual seasonal factors results stationary time series. This approach
provides a pretty but not perfect forecast for temperature at any time of a year and of a day. The curve of temperature behaves similarly for all days.
This property motivates the Shape Invariant Modeling. The parameters of the model, which are estimated for each day separately, are by theirself
a multivariate time series. This procedure is quite flexible and allows a forecasting. The application of Dynamic Semiparametric Factor Models
provides good results, too. This method is parametric in time and nonparametric in space and can be adapted to our type of data. The application
of these three approaches to real data shows an advantage of semiparametric modeling.
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EO0452 Room MAL B30 COMPUTATIONAL APPROACHES IN FINANCIAL ECONOMICS Chair: Marcel Gorenflo

EO0576: Portfolio diversification in financial banking networks

Presenter:  Philipp Johannes Kremer, EBS Universitaet fuer Wirtschaft und Recht, Germany

Co-authors: Sandra Paterlini, Marcel Gorenflo, Ben Craig

The events following the financial crisis of 2007-09, showed that single monetary financial institutions are often too exposed to some institutions,
while lacking an adequate level of diversification. Using data on portfolio holdings at micro-level, we evaluate the risk and diversification profile
of each monetary financial institution in the German banking network. We consider common macroeconomic diversification measures - i.e.
Herfindahl Index and Gini Coefficient - and complement the empirical analysis with network measures derived from graph theory. Moreover,
we build a diversification index to provide further insight on the effect of crises on financial portfolio holdings. By considering the period from
2007-2014, we are able to evaluate their evolution over time, to develop tailored policy recommendations and to derive early warning indicators
that should help to better deal with systemic shocks and crises.

EO1006: Network structure and systemic risk analysis in Eurozone

Presenter:  'Wenwei Li, EBS Universitaet fuer Wirtschaft und Recht, Germany

Co-authors: Ulrich Hommel, Sandra Paterlini

Recent financial crises highlight the importance of the interconnectedness in an economic or financial system as the source of systemic risk and
channel for shock transmission. We aim to analyze the network structure and systemic risk of Eurozone corporate sector. In particular, we apply
Graphical Lasso approach to estimate the sparse dependence structure in the Eurozone corporate sector. Through the analysis of the network
topological structure and statistical metrics, we investigate the network configuration and its evolution in time. The empirical results provide
meaningful implications for both regulators and practitioners.

EO0472: Adaptive regression selection and estimation under sparse /,-constraints

Presenter: Sandra Paterlini, European Business School Germany, Germany

Considering fixed design linear regression settings, the aim is to construct an estimator that target the best performance among all the linear
combinations of the predictors under a sparse {4-pseudonorm (0 < g < 1) constraint on the linear coefficients. Our strategy is to choose a model
using the model selection criterion ABC’ for the case of unknown variance, and the resulting least squares estimators are used for the beta
coefficients. Although our estimator does not directly consider the ¢,-constraint, we show that it automatically adapts to the sparsity of the
regression function in terms of £;-representation and achieve the minimax rate. By relying on heuristics, we introduce a new algorithm for optimal
ABC’ model selection and estimation. Comparisons on simulated data with state-of- art methods, including Lasso and non-convex penalties, show
remarkable properties in terms of model selection, estimation error and mean squared error. Finally, by applying it to financial data, we point out
its practical use in developing effective investment strategies.

EOO0581: Risk diversification in portfolio selection

Presenter: Margherita Giuzio, EBS Universitaet fur Wirtschaft und Recht, Germany

Co-authors: Sandra Paterlini

The aim is to investigate the trade-off between diversification, sparsity and risk minimization in portfolio selection. Our target is to find a sparse vec-
tor of asset weights able to optimize the out-of-sample level of risk while diversifying the investments. Considering the mean-variance framework,
we introduce non-convex diversification penalties in the optimization problem in order to control for sparsity and risk diversification simultaneously
and derive the relationships between the proposed penalized approached and the minimum variance and risk parity portfolios. Finally, we show
that state-of-art optimization methods for non-convex penalties identify suboptimal portfolios when compared to heuristics.

EO1470: Low-latency liquidity inefficiency strategies

Presenter:  Christian Qesch, University of Basel, Switzerland

Co-authors: Dietmar Maringer

The vast amount of high-frequency data heralds the use of new methods in financial data analysis and quantitative trading. We deliver a proof-of-
concept for a high-frequency based trading system based on an evolutionary computation method. Motivated by a theoretical liquidity asymmetry
theorem from the market microstructure literature, grammatical evolution (GE) is used to exploit volume inefficiencies at the bid-ask spread. By
using NASDAQ Historical TotalView-ITCH level two limit order book data execution volumes can be tracked which allows for testing of the
strategies with minimal assumptions. The system evolves profitable and robust strategies with high returns and low risk.

EO0266 Room MAL 415 STATISTICAL METHODS FOR ACTUARIAL SCIENCES AND FINANCE Chair: Tim Verdonck

EO0662: Extreme value theory for (re-)insurance applications: Truncation, interval censoring and splicing

Presenter: 'Tom Reynkens, KU Leuven, Belgium

Co-authors: Jan Beirlant, Katrien Antonio, Roel Verbelen

Extreme Value Theory has many useful applications in insurance, especially in reinsurance where only claims exceeding a certain loss level are
considered. Due to the nature of insurance claims, specific problems such as truncation and interval censoring arise. Analysis of a real life insurance
portfolio shows that it can happen that the maximal claim loss is not infinite but is bounded from above, i.e. right truncation arises. For some types
of policies it can take a long time before claims are completely developed. Interval censoring then arises since the amount paid at the final year
where information is available is an underestimation of the true total amount that will be paid, whereas an upper bound is given by incurred values
provided by experts. In risk analysis, one needs a fit for the body and the tail of the distribution. Splicing of mixed Erlang distributions for the body
with Pareto distributions for the tail, possibly adapted for censoring and truncation, is proposed and compared with earlier modelling approaches.
We illustrate the flexibility of this approach using practical examples.

EO1138: Some new insights into large commercial risks

Presenter: Davide Benedetti, Imperial College Business School, United Kingdom

Co-authors: Enrico Biffis

Large commercial risks, such as commercial property and liability, present modelling challenges due to the paucity of data available for model
estimation/validation, and the complex relation between hazard events and realized losses. There is therefore a tendency for insurance practitioners
to apply a considerable degree of judgement in pricing, reserving, and capital modelling. Some new evidence on large commercial risks will be
presented based on unique datasets on large commercial risks based on contributions from two leading Lloyd’s of London syndicates, and a global
reinsurer. The datasets contain granular information on more than 3500 losses and exposures, which are used to shed some light on the risk profile
of medium to high layers of exposure as a function of different rating factor configurations, geographic region and period. In particular, differences
between tail risk profiles in the North American, European, and Asia-Pacific region are explored, and structural breaks around major events are
tested. Small sample issues and tail risk heterogeneity are addressed with weighted Hill estimators, tail index regressions, and Generalized Pareto
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Distribution with covariates. Finally, it is carried out a benchmarking exercise in which it will be quantified the risk premiums embedded in market
rates as proxied by suitably constructed indices.

EO0908: The minimum shrinkage covariance determinant estimator

Presenter:  Yukai Yang, Uppsala University, Sweden

Co-authors: Kris Boudt, Steven Vanduffel, Tim Verdonck

The Minimum Covariance Determinant (MCD) estimator is often used for the high breakdown point calculation of robust Mahalanobis distances
requiring the covariance matrix to be invertible, which is problematic in high dimensions. We propose the Minimum Shrinkage Covariance
Determinant (MSCD) estimator, which preserves the high explosion breakdown point properties of the MCD estimator, and has the additional
advantages that it is well-conditioned and has a higher implosion breakdown point. A simulation study confirms the good properties of the
estimator. Finally, we illustrate the advantages of the MSCD estimator for outlier detection in high dimensions and for portfolio selection on a large
investment universe.

EO0821: Copula-based joint distributions of extreme bank losses: Single country versus European Union

Presenter: Simone Russo, Joint Research Centre, Italy

Co-authors: Andrea Pagano, Jessica Cariboni

We deal with the problem of modelling extreme bank losses joint distributions with respect to an individual country versus those coming from the
whole European Union (EU) banking sector. Losses are simulated via a micro simulation model (SYMBOL-Systemic Model of Bank Originated
Losses), and the joint distributions, single-country versus EU, are obtained by fitting data with Archimedean Copulas. For a selection of EU
countries, we estimate the Conditional Probability Density function (CPDF) of losses associated to an extreme event experienced at EU level, and
viceversa. Results show that the meaning of extreme event differs country by country. In particular, we found that in one specific case individual
country conditional default risk exceeds the one of EU by an order of magnitude, whereas all the other countries show a comparable conditional
default risk with respect to the one simulated for the entire EU banking sector.

EO1043: Robust bootstrap techniques for claims reserving

Presenter:  Pieter Segaert, KU Leuven, Belgium

Co-authors: Tim Verdonck, Stefan Van Aelst, Kris Peremans

Non-life insurers are often faced with the challenge of estimating the future reserves necessary to handle claims that are not fully settled. A well-
known and popular technique to obtain reserve estimates for these outstanding claims is the (deterministic) chain-ladder method. Exactly the same
estimates can also be obtained by applying special cases of generalized linear models. To obtain a prediction interval for the outstanding claims,
we need an estimate for the variance of the resulting reserve estimate. Computing analytic expressions for the variance is notoriously difficult and
bootstrap methodology offers a simple and popular alternative. However, classical procedures are very sensitive to the possible presence of outliers.
These atypical observations, deviating from the pattern of the majority of the data, may both inflate or deflate classical future claim estimates. Even
when paired with robust estimators for generalized linear models, classical bootstrap estimators may break down. We present and discuss some
popular and state of the art robust bootstrap procedures in the claims reserving framework. Their performance will be investigated in a simulation
study and on real data.

EO302 Room CLO 204 DESIGNS FOR NONLINEAR MIXED EFFECT MODELS Chair: France Mentre

EOO0708: Bayesian Fisher information matrix for predicting estimation error and shrinkage of individual parameters

Presenter:  Thu Thuy Nguyen, INSERM and University Paris Diderot, France

Co-authors: Thi Huyen Tram Nguyen, France Mentre

In nonlinear mixed-effects models (NLMEM), individual parameters can be estimated by maximum a posteriori (MAP). We aimed to 1) propose
an approach based on Bayesian Fisher information matrix (BFIM) to predict standard errors (SE) and shrinkage for MAP estimation; 2) take into
account possible data below the quantification limit (BQL) in BFIM; 3) illustrate these developments with a pharmacokinetic/viral kinetic (PK/VK)
model. First, BFIM, expressed as the sum of the expectation of individual Fisher matrix (IFIM) and prior information, was approximated by first-
order linearisation and implemented in PFIM4.0 (www.pfim.biostat.fr). Next, in order to take into account contribution of BQL data, the likelihood
was decomposed as the product of the usual likelihood for observations and the probability for data to be BQL. A PK/VK simulation study showed
good agreement between BFIM-predictions and simulation results, either in presence or absence of BQL data. Lastly, several scenarios were
evaluated to study the influence of designs and variability levels on SE and/or shrinkage predicted by BFIM versus IFIM, showing advantage
of NLMEM/MAP versus individual regression. In conclusion, BFIM, available in PFIM, enables efficient evaluation/optimisation of Bayesian
designs. The proposed method for handling BQL data correctly predicted SE and shrinkage in presence of these data.

EO0955: Optimal design calculations for nonlinear mixed effect models with long computation times

Presenter:  Andrew Hooker, Uppsala University, Sweden

One key property of optimal design calculations are that they should be fast enough so that a vast number of designs in a design space can be
considered within the time that one clinical trial simulation of one design scenario can be considered. This is still the case with nonlinear mixed
effect (NLME) models, however, in many situations the evaluation of one design scenario can still be time intensive, often on the order of minutes
or even hours. Thus, it is essential that optimization of these designs evaluate the objective function as few times as possible, which often excludes
gradient based methods of optimization. We discuss methods for speeding up and stabilizing the computation of the Fisher information matrix
for NLME models and investigate and compare methods for optimization. We do this with two examples of designs that are slow to compute, (1)
a design optimization for a drug treatment with a biological compound that displays target mediated drug disposition and (2) the computation of
robust optimal designs by introducing priors about potential model parameter values.

EO0936: Computation of the Fisher information matrix for discrete nonlinear mixed effect models

Presenter: Sebastian Ueckert, INSERM and Universite Paris Diderot, France

Co-authors: France Mentre

Despite an increasing use of optimal design methodology for non-linear mixed effect models (NLMEMs) during the clinical drug development
process, examples involving discrete data NLMEMs remain scarce. One reason is the limitation of existing approaches to calculate the Fisher
information matrix (FIM) which are either model dependent and based on linearization or computationally very expensive. The main challenges
in the computation of the FIM for discrete NLMEMs evolve around the calculation of two integrals. First, the integral required to calculate the
expectation over the data, and second, the integral of the likelihood over the distribution of the random effects. Monte Carlo (MC), Latin-Hypercube
(LH) and Quasi-Random (QR) sampling for the calculation of the first as well as adaptive Gaussian quadrature (AGQ) and QR sampling for the
calculation of the second integral are proposed. The resulting methods are compared for a number of discrete data models and evaluated in the
context of model based adaptive optimal design.
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EO1274: Supersaturated split-plot screening experiments

Presenter: Emily S Matthews, University of Southampton, United Kingdom

A key step in early industrial experimentation is screening to identify those factors that, when their levels are varied, have a substantive impact
on the measured response. It is common for such experiments to investigate many factors in only a small number of runs, and increasingly
supersaturated designs, with fewer runs than factors, are employed. The runs of the experiment are also often grouped by the levels of one or more
hard-to-change, or whole-plot, factors, resulting in a split-plot structure and the need to account for correlation between observations from units
in the same whole-plot. Motivated by an example from materials engineering, new approaches to both the design and analysis of supersaturated
split-plot experiments are discussed. A linear mixed model is assumed to describe the response, and methods for optimal design, model selection,
and variance-component estimation are developed and presented. The methodology is demonstrated on a range of examples, reflecting realistic
industrial and scientific experiments, including the motivating engineering application.

EO1403: Assessing the random effects part of mixed models

Presenter: Reza Drikvandi, Imperial College London, United Kingdom

Correctly specifying the random effects part of mixed models is crucial for both the design and the power considerations. Since random effects
are latent and unobservable quantities, it is challenging to decide which random effects should be included into the model. Inclusion or exclusion
of random effects from the model is equivalent to test whether or not their variance components equal zero. However, test for zero variance
components is a nonstandard problem since the null hypothesis in on the boundary of the parameter space. We propose a permutation test for
variance components of random effects which avoids issues with the boundary of the parameter space. Another challenging task regarding the
random effects part is to make sure the assumed distribution for random effects is correctly specified. An inappropriate random-effects distribution
would result in model misspecification which could lead to biased parameter estimates as well as a poor power. We introduce a likelihood-
based diagnostic test based on the so-called gradient function to assess the random-effects distribution. We establish asymptotic properties of our
diagnostic test and also develop a parametric bootstrap algorithm for small sample situations. Our strategy can be used to check the adequacy of
any distribution for random effects in a wide class of mixed models, particularly non-linear mixed models, with univariate as well as multivariate
random effects.

EO166 Room CLO 306 RECENT DEVELOPMENT OF EXPERIMENTAL DESIGNS Chair: Chang-Yun Lin

EO1351: Response surface methodology using split-plot definitive screening designs

Presenter: Chang-Yun Lin, National Chung Hsing University, Taiwan

Co-authors: Po Yang

Definitive screening designs are a new class of three-level designs. We investigate the performance of definitive screening designs in split-plot
structures for one-step response surface methodology. The result of the projection eligibility and the study of D-efficiency and I-efficiency show
that split-plot definitive screening designs perform well when the number of important factors is small. To reduce the risk of being unable to fit
second-order models for response surfaces, we provide the column indexes of projections. Experimenters can assign potentially important factors
to those columns to avoid ineligible projections. An example is presented to demonstrate how to analyze data for response surface methodology
using the split-plot definitive screening design.

EO0410: Generalized resolution for factorial designs

Presenter: Ulrike Groemping, Beuth University of Applied Sciences Berlin, Germany

The confounding structure of factorial designs can be investigated using the generalized word length pattern, which implies the resolution as the
length of the shortest word. For factorial designs with only two-level factors, resolution was previously refined to generalized resolution (GR): GR
increases the resolution by the distance to worst case confounding and has an interesting geometrical interpretation. We have recently developed
squared canonical correlations and average R? values as means for supplying two types of generalized resolution for general factorial designs,
including designs for factors at more than two levels and mixed level designs. The proposed generalized resolutions are coding invariant, i.e.,
they are particularly suitable for designs with qualitative factors. The squared canonical correlations and average R? values are also of interest in
themselves, and can also be used for factor-specific generalized resolutions, i.e., factor specific worst-case considerations.

EOO0317: Blocked semifoldovers of two-level orthogonal designs

Presenter:  Po Yang, University of Manitoba, Canada

Co-authors: Chang-Yun Lin, William Li

Follow-up experimentation is often necessary to the successful use of fractional factorial designs. When some effects are believed to be significant
but cannot be estimated using an initial design, adding another fraction is often recommended. As the initial design and its foldover (or semi-
foldover) are usually conducted at different stages, it may be desirable to include a block factor. We study the blocking effect of such a factor
on foldover and semifoldover designs. We consider two general cases for the initial designs, which can be either unblocked or blocked designs.
In both cases, we explore the relationships between semifoldover of a design and its corresponding foldover design. More specifically, we obtain
some theoretical results on when a semifoldover design can estimate the same two-factor interactions or main effects as the corresponding foldover.
These results can be important for those who want to take advantage of the run size savings of a semifoldover without sacrificing the ability to
estimate important effects.

EC1462: Near optimum estimation of variance components in mixed effects models

Presenter:  Subir Ghosh, University of California, United States

The variance component estimation for a mixed effects model is considered for analyzing the data obtained from a block design experiment. The
optimum estimation method like uniformly minimum variance quadratic unbiased estimation (UMVQUE) is often not possible to carry out. Two
near optimum estimation methods are proposed without making any distributional assumptions for the data. Examples are worked out for the
real data. For the simulated data generated by assuming the multivariate normal model, the optimal estimators when they exist as well as the near
optimal estimators when they do not exist are compared with the maximum likelihood (ML) estimators and restricted maximum likelihood (REML)
estimators.

EO1743: An analysis of the career checkup using selective multi-group principal component regression and ridge regression

Presenter: Sho Kawasaki, Mejiro University, Japan

Co-authors: Genso Watanabe, Takenori Takahashi

Employees job awareness, as evidenced in taking initiatives and self-motivation, became an extremely important topic from a career development
perspective. We discuss the principles of career support which affects the job consciousness of employees in small and medium enterprises, based on
the Selective Multi-group Principal Component Regression and Ridge Regression. The Career Checkup model developed by the Ministry of Health,
Labor and Welfare, the questions covered a wide range and consisted of many items. In analyzing surveys with many questions, the existence of
multiple cases of high correlation between questions is not uncommon. We propose the Selective Multi-group Principal Component Regression
(SPCR) method based on response data. Furthermore, we compare SPCR with a Ridge estimator to validate the application of SPCR. The results
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of the analysis, which used Selective Multi-group Principal Component Regression methods and validation in Ridge Regression, showed that the
employees whose perception of their career within the company is midlevel experienced the greatest effect on job consciousness from career support
measures which clarify their objectives. In career research until now, most focused on qualitative case studies. Quantitative/scientific methodology
is used to make this new approach meaningful.

EG263 Room MAL 540 CONTRIBUTIONS ON CENSORED DATA Chair: Claudia Czado

EC1297: Nonparametric estimator of the latency in a mixture cure model

Presenter: Ana Lopez-Cheda, University of A Coruna, Spain

Co-authors: Ricardo Cao, Maria Amalia Jacome Pumar

Current cancer treatments caused an increased ratio of cured patients or, at least, a long term survival. In order to accommodate the insusceptible
proportion of subjects, a cure fraction can be explicitly incorporated into survival models and as a consequence, cure models arise. The goals in cure
models are usually to estimate the cure rate (incidence) and the probability of survival of the uncured patients up to a given point of time (latency). A
completely nonparametric approach for mixture cure models is introduced, as an alternative to the current parametric and semiparametric methods
in the literature. The nonparametric estimator of the latency is presented, which is the local maximum likelihood estimator. Furthermore, the iid
representation and the asymptotic mean squared error are obtained. The choice of the optimal bandwidth is addressed by a bootstrap selection
method. Its behavior is assessed in a simulation study. Finally, the methodology is applied to a database of colon cancer of CHUAC (University
Hospital of A Coruna) patients to determine the prognosis based on, among other variables, the age.

EC1555: Vine copula based inference of multivariate survival data

Presenter: Nicole Barthel, Technische Universitact Muenchen, Germany

Co-authors: Claudia Czado, Paul Janssen, Candida Geerdens

Multivariate survival data are characterized by certain types of incompleteness. For right-censored data the event of interest has not occurred for
all observations within the study period. The resulting lack of information about the data at hand needs to be taken into account when modeling
the dependence structure of clustered event times. Visualization tools of bivariate right-censored data in the copula space are developed. Further,
vine copulas are used to make parametric maximum likelihood inference for four dimensional right-censored survival data. A modified likelihood
function in terms of vine copula components is provided. The estimator’s small sample performance is investigated through extensive simulations.
A real data set from veterinary medicine is used to demonstrate the viability of the derived model and its estimation.

EC1735: Cumulative/dynamic ROC curve estimation

Presenter:  Sonia Perez-Fernandez, University of Oviedo, Spain

Co-authors: Pablo Martinez-Camblor

The ROC curve is a popular graphical method frequently used in order to study the diagnostic capacity of continuous (bio)markers. When the
considered outcome is a time-dependent variable, the direct generalization is known as cumulative/dynamic ROC curve. For a fixed point of
time #, an individual is allocated to the positive group if the event happens before ¢ and to the negative group if the event has not happened at
t. The presence of censored individuals, which cannot be directly assigned to a group, is the main handicap of this approach. The proposed
cumulative/dynamic ROC curve estimator assigns a probability of belonging to the negative (positive) group to the individuals censored previously
to t. The performance of the resulting estimator is studied from Monte Carlo simulations. Some real- world applications are reported. Results
suggest that the new estimators provide a good approximation to the real camulative/dynamic ROC curve.

EC1425: Diagnostic checks for mixture cure models with interval censored data

Presenter:  Sylvie Scolas, Universite catholique de Louvain, Belgium

Co-authors: Anouar El Ghouch, Catherine Legrand, Abderrahim Oulhaj

In elderly population, studying the time until Mild Cognitive Impairment (MCI) can be crucial since it is considered as a precursor of Alzheimers
disease. However, not everyone will develop signs of MCI. We refer to this as the presence of a cure fraction. Another characteristic of these data,
also found in other medical studies, is that patients are followed up at scheduled interviews, leading to interval-censored event-times, in addition to
the possibility of being right-censored. When considering diagnostic tools in survival models, the idea of residual checking, widely used in linear
regression, must be adapted to take account of right-censoring. Proposals have been made, mainly in the context of right-censored Cox and AFT
regression models. For example, martingale residuals are commonly used to detect non-linearity of a covariate. While cure models are gaining
into popularity, literature on residual-based model checking in this context is very sparse, and to the best of our knowledge nonexistent in the case
of interval-censored data and cure. Clearly, an adaptation to mixture cure models is not straightforward and worth further study. We discuss the
extension of existing methods to the presence of interval-censoring, and the difficulties encountered when applying these ideas to the cure mixture
model. We illustrate our results based on simulations and on real data from an Alzheimer study.

EC1474: Computing C-statistic with interval-censored data

Presenter: Kenichi Hayashi, Keio University, Japan

Evaluation of statistical models is one of the most important steps in the process of data analysis. In particular, the relationship between a response
variable and related covariates must be evaluated to establish better statistical models. This issue often arises when a novel biomarker is investigated
in biomedical research. We discuss how to compute the C-statistic when the response is a time-to-event variable subject to interval-censoring. The
C-statistic is seen as a generalization of the area under the ROC curve for a binary response. The central issue of interval-censored data is that the
event time is not observed exactly but known in an interval. This situation does not enable us to apply the concept of usable pairs presented in the
previous research dealing with right-censored time-to-event data. We extend this concept and propose the C-statistic for interval- censored data.
The simple algorithm and some numerical examples are given to show how well the proposed method works.

EG041 Room CLO 102 CONTRIBUTIONS IN COMPUTATIONAL AND NUMERICAL STATISTICS Chair: Lutz Duembgen

EC1394: A stochastic estimation algorithm with efficient sampling in high dimension: Application to deformable template model
Presenter: Estelle Kuhn, INRA, France

Co-authors: Stephanie Allassonniere

Deformable template models aim at summarizing through a template and some geometrical characteristics a population of images representing the
same object. The issue is to propose an accurate algorithm with low computational cost and with theoretical guaranties of relevance for estimating
simultaneously the template and the geometrical characteristics. We consider the Bayesian mixed effect template model. We propose to use a
stochastic approximation of the Expectation-Maximization (EM) algorithm where the simulation of the latent variable is performed through a
Monte Carlo Markov Chain (MCMC) method. We introduce a new Anisotropic Metropolis Adjusted Langevin Algorithm to optimize the proposal
of the MCMC method. We first prove that this new sampler leads to a geometrically uniformly ergodic Markov chain. We prove then in a general
latent variable model that under mild conditions, the estimated parameter sequence generated by the proposed stochastic approximation of EM
algorithm converges almost surely toward a local maximum of the likelihood and is asymptotically Gaussian distributed. The proposed estimation
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algorithm can be used for a large range of models in many fields of applications such as pharmacology or genetic. The methodology developed is
tested on handwritten digits of the USPS database and on some 2D images representing mandibles of mice for the deformable model estimation.

EC1802: Piecewise monotonic approximation for estimating the extreme values of a function from large sets of noisy measurements
Presenter: Ioannis Demetriou, University of Athens, Greece

We consider the problem of estimating the extrema of a univariate function from noisy measurements of its values by the least squares piecewise
monotonic data approximation method. This method makes the smallest change to n data so that the piecewise linear interpolant to the smoothed
values consists of kK monotonic sections, where k is a prescribed positive integer. The positions of the joins of the monotonic sections are unknowns
of the optimization process whose optimal values are determined automatically, which is a combinatorial problem that can have O(nk) local minima.
However, the method gives a global solution in O(n?* + kn log, n) computer operations, which is far less than the number of local minima that can
occur. We show the efficiency of the method on large sets of noisy observations. Our results suggest some subjects for future research, as for
example in automatic peak finding, which is a subject of continuous interest in spectroscopy and chromatography. Other examples arise from
financial mathematics, from medical image processing and data science for instance.

EC1485: IsoGeometric Smoothing: A new approach for smoothing on surfaces

Presenter: Matthieu Wilhelm, Universite de Neuchatel, Switzerland

Co-authors: Luca Dede, Laura Sangalli, Wilhelm Pierre

‘We propose a new approach for smoothing on surfaces. More precisely, we aim at estimating functions lying on a surface represented by NURBS,
which are geometrical representations commonly used in industrial applications. The estimation is based on the minimization of a penalized least-
square functional which is equivalent to solve a 4th-order Partial Differential Equation (PDE). We use Isogeometric Analysis (IGA), which is a
method for numerically solve PDE, for the numerical approximation of such surface PDE, leading to an IsoGeometric Smoothing (IGS) method.
IGA has the great advantage to use the exact geometrical representation of the surface in the analysis, thus avoiding complex meshing procedures.
IGA also provides at least globally C' —continuous basis functions with compact support. We show the performance of the proposed IGS method
by means of numerical simulations and we apply it to the estimation of the pressure coefficient, and associated aerodynamic force on a winglet of
the SOAR space shuttle.

EC0424: Simulation and quadrature rules: Implications on the performance of random coefficient models of demand

Presenter: Daniel Brunner, University of Duesseldorf, Germany

The random coefficient model of demand requires the evaluation of market share integrals at every step of an iterative procedure. Taking into
account unobserved consumer heterogeneity will result in non analytic solutions to these market share integrals. Simulation techniques are the
most frequently used numerical approach to solve such kind of problems. Another method, namely sparse grids, performed better in recent BLP
studies in terms of precision and computational cost. A new numerical method for BLP models is suggested. It is referred to as adaptive sparse
grids. It increases parameter precision and reduces computational cost of a BLP demand estimation even further. A simulation study evaluates the
different numerical integration approaches and gives a clear recommendation of more powerful integration methods.

EC0208: Computation of optimal stratum boundaries using multiple auxiliary variables

Presenter: Karuna Reddy, The University of the South Pacific, Fiji

Co-authors: M G M Khan, Dinesh Rao

The computation of determining Optimal Stratum Boundaries (OSB) based on the survey variable is not feasible in practice since the variable of
interest is unavailable prior to conducting the survey. A methodology is presented to compute the OSB for a study variable based on multiple
auxiliary variables, which are readily available and regressible with the study variable. The auxiliary variables used for this computational problem
are estimated to follow skewed 3P Weibull distributions. The problem is formulated into a Mathematical Programming Problem (MPP) that seeks
minimization of the variance of the estimated population parameter. The formulated MPP is then solved for the OSB using a dynamic programming
(DP) technique. A numerical example with a real data set, aiming to estimate the Haemoglobin content in women in a national Iron Deficiency
Anaemia survey, is presented to illustrate the methodology. The computational results obtained by the proposed method are compared with other
univariate methods and the results reveal that it yields a substantial gain in the precision of the estimates.

EGO011 Room MAL 402 CONTRIBUTIONS ON BAYESIAN COMPUTATIONS Chair: Michael Daniels

EC1656: Reparameterisations for location-scale mixtures

Presenter: Kate Lee, Auckland University of Technology, New Zealand

Mixture models have been used in a wide variety of applications. The construction of reference Bayesian analysis for mixture models has been
very challenging and still is not unsolved. We introduce the global mean-variance reparameterisation for mixture models that main consequence
is to have all other parameters within a compact space. For Gaussian mixtures, a genuine non-informative prior is developed and the posterior
distribution associated with this prior is almost surely proper as it is supported by simulation studies. While we only study the Gaussian case,
extension to other classes of location-scale mixtures is straightforward. The MCMC implementation constrained on simplex equations to sample
from a complex space is discussed.

EC1805: Pseudo-marginal MCMC for parameter estimation in o-stable distributions

Presenter: Marina Riabiz, University of Cambridge, United Kingdom

Co-authors: Fredrik Lindsten , Simon Godsill

The o-stable distribution is very useful for modelling data with extreme values and skewed behaviour. The distribution is governed by two key
parameters, tail thickness and skewness, in addition to scale and location. Inferring these parameters is difficult due to the lack of a closed form
expression of the probability density. We develop a Bayesian method, based on the pseudo-marginal MCMC approach, that requires only unbiased
estimates of the intractable likelihood. To compute these estimates we build an adaptive importance sampler for a latent variable representation
of the a-stable density. This representation has previously been used in the literature for conditional MCMC sampling of the parameters, and we
compare our method with this approach.

EC1298: Classification of Gaussian Markov random field observations based on Bayes discriminant functions

Presenter: Kestutis Ducinskas, Klaipeda University, Lithuania

Co-authors: Lina Dreiziene

The problem of classifying Gaussian Markov random field (GMRF) observations into one of two populations specified by conditional autoregres-
sive model (CAR) is considered. We deal with classification procedures associated with Bayes discriminant function (BDF) and plug in Bayes
discriminant function (PBDF) based on maximum likelihood (ML) estimators of parameters. The overall misclassification probability associated
with BDF and actual error for PBDF are derived. These are used as the performance measures of classification procedures. The second and third
order neighbourhood schemes on regular 2-dimensional lattice are used for illustrative examples. The effect of Mahalanobis distance and prior
probabilities on the performance of proposed classification procedures for various spatial sampling designs is numerically evaluated.
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EC1598: Approximate Bayesian computation for model choice

Presenter:  Clara Grazian, Sapienza Universita di Roma, Italy

Approximate Bayesian computation is a class of algorithms which is now an essential tool for handling complex models, for which the likelihood
function is intractable. The idea is to compare the observed data set with a simulated data set by using a summary statistics bringing information
on the parameter; unfortunately, in most real applications the summary statistics is unlikely to be sufficient. The ability of closely approximating
the posterior distribution of the parameter of interest strongly depends on the choice of this statistics; some works which study how to choose
the summary statistics already exist for inferential problems, nevertheless this aim is much more complicated to achieve in problems of model
choice. It is now well known that there is a substantial discrepancy between the true Bayes factor and its ABC approximation, except for very few
cases. We propose a way to compare observed and simulated data set inside an ABC algorithm based on the Bayes factor for a simpler version
of the considered models and apply the methodology in the particular setting of quantiles distributions, a very flexible tool to model data far from
normality (highly skewed or kurtotic), but which are difficult to manage without introducing ABC. The methodology only needs to be able to
approximate the available models with simpler models; the distance between the models to compare and the models used as approximations gives
a measure for the performance of the algorithm.

EC1582: The Bayesian analysis toolkit version 1.0

Presenter:  Allen Caldwell, Max Planck Institute for Physics, Germany

Co-authors: Daniel Greenwald, Kevin Kroeninger, Frederik Beaujean, Oliver Schulz

BAT, the Bayesian Analysis Toolkit (http://mpp.mpg.de/bat), is an open-source multi-threaded C++ package providing Markov-chain Monte Carlo
sampling of arbitrary user-defined models. It is developed for the particle physics community and contains several ready-to-use common-case
models. It has been used extensively in particle, astroparticle, and nuclear physics since its initial release in 2008; and its usage is being evaluated
for the fields of biotechnology and medical imaging. We present version 1.0, which includes numerous improvements to both the algorithms and
programming interface, highlighting in particular the creation of a community-expandable suite of common priors and the ability to share posterior
samples without sharing data or the internal workings of a model.

EC036 Room MAL 539 CONTRIBUTIONS IN APPLIED STATISTICS AND DATA ANALYSIS Chair: Yves Berger

EC1669: Variable selection in high dimensional regression: A non-parametric procedure for business failure prediction

Presenter: Marialuisa Restaino, University of Salerno, Italy

Co-authors: Alessandra Amendola, Francesco Giordano, Maria Lucia Parrella

The variable selection is a challenging task in statistical analysis. In many real situations, a large number of potential predictors are available
and selection among them is recommended. There exists a large number of methods that can be used, however they can be applied only if the
assumptions of linearity and additivity hold on and if the number of predictors is less than the number of observations. Therefore it is important to
develop a variable selection procedure stable in presence of non-linearity and non-additivity and also when the number of predictors is large. This is
particularly important in some real applications, such as in business failure prediction, where the financial ratios have common items in nominator
and denominator, leading to multicollinearity and redundancies and consequently the hypotheses of linearity and additivity are often violated.
Therefore we evaluate the performance of the non-linear and non-additive method on a sample of firms that have experienced the bankruptcy and
for which a set of financial ratios has been observed.

EC1654: The delay vector variance (DVV) method and recurrence quantification analysis of energy markets

Presenter: Emmanuel Senyo Fianu, Leuphana University of Lueneburg, Germany

Since deregulation, energy markets have experience high amounts of volatility which is evidenced by huge spikes inherent in these markets. The
identification of power spikes and the likelihood of increased volatility in energy prices is a topic of major concern. The recently proposed delay
vector variance (DVV) method is employed, which examines local predictability of a signal in the phase space to detect the presence of deterministic
and non-linearity in time series. The DVV approach utilizes optimal embedding parameters, which are obtained via a differential entropy, based
method using wave-based surrogates. The concept of (cross)-recurrence quantification analysis is used to study energy markets to locate hidden
patterns, non-stationarity, presence of potential and well-pronounced spikes and to examine the nature of these plots in the event of crisis in the
energy sector as well as financial crisis. Specifically, the recurrence plots are utilized to detect and characterize seasonal cycles. The focus is
on some emerging European power markets that could serve as a benchmark for analyzing other power markets in the region and beyond. The
employed methodology is shown to be useful in the diagnosis and detection of potential power spikes, which is significantly impacted by economic
downturns and other main drivers of imbalances in matching demand to supply in the power markets in recent years.

EC1390: Towards an education monitoring index

Presenter: Audrone Jakaitiene, Vilnius university, Lithuania

Co-authors: Dovile Stumbriene, Rimantas Zelvys

Information about education monitoring indices is very diverse and limited, especially over time. Given that education is one milestones, which
guarantees the well-being of a country, the understanding about the education system status might be crucial. However there are plenty of education
variables and a single index, which incorporates big data and gives notion about the system status, might be essential. The European Commission
within the Education and Training Monitor initiative calculates indices towards Europe 2020 strategy. Each country’s indices are calculated
normalizing data with respect to EU28 average. We develop a methodology to construct an Education Monitoring Index for a country using
country or region data. For methodologically consistent data for a country, we use Europe 2020 strategy main indicators as starting dataset. The
objective is to calculate an Education monitoring index for Lithuania, Latvia, Estonia, United Kingdom, Finland and Germany available over time.

EC1407: Decomposition of gender wage inequalities through calibration: Application to the Swiss structure of earnings survey

Presenter: Mihaela Catalina Anastasiade, University of Neuchatel, Switzerland

Co-authors: Yves Tille

The wage decomposition method assumes that the difference between the average wage of men and the average wage of women comprises two
parts, an explained part (due to differences in the characteristics of the two groups) and an unexplained part (due to discrimination). A linear
relationship between the wage and the characteristics is assumed. A key element in the computation of the two parts is the counterfactual average
wage of women, regarded as the average wage of women if they had the same average characteristics of men. A semi-parametric method based on a
logistic model has been proposed, allowing the construction of the entire counterfactual wage distribution of women. This enables the measurement
of the unexplained part of the wage difference at other points, such as quantiles. However, the unexplained part obtained with this method is either
over- or underestimated, depending on the model assumed. We propose calibration to generate the counterfactual wage distribution of women
without making assumptions about the model behind the data. We present two calibration instances, in an attempt to show that they represent an
improvement to the two methods mentioned above.
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EC1797: How to find the best publication strategy

Presenter: Lisiane Schnegelsberg, Martin-Luther-University Halle-Wittenberg, Germany

Co-authors: Steffen Liebscher, Thomas Kirschstein

The amount of publications in peer-reviewed scientific journals and their quality are popular metrics for assessing a researcher’s performance.
Hence, an individual aiming to optimize his/her performance has to make decisions about the journals where his/her research is to be published.
The journals differ w.r.t. various criteria such as impact, review time, review system, etc. Based on the individual’s priorities (and other constraints)
different publication strategies can be deduced. The Graphical Evaluation and Review Technique (GERT) is used for describing the publication
process. This technique allows to model each step in the publication process taking into account stochastic components (i.e. probability of
acceptance or review time). This way the publication process can be assessed by performance indicators (as expected publication time or acceptance
probability) which helps selecting an appropriate journal considering individual preferences. The applicability of the model to derive the optimal
publication strategy will be illustrated with real-world data.

EC0266: Modelling rice yield in the Philippines using dynamic spatio-temporal models

Presenter:  Stephen Jun Villejo, University of the Philippines, Philippines

One stimulus of the development of these spatio-temporal models is in modelling agricultural yield which accounts for spatial and temporal
dependencies. Three spatial-temporal models with varying dynamic characteristics of the parameters are postulated with a different estimation
procedure for the agricultural yield in irrigated areas of the Philippines each. One of them is a robust estimation procedure using forward search
algorithm with bootstrap in a backfitting algorithm framework. The other two algorithms also used the backfitting algorithm but infused with the
Cochranne-Orcutt procedure. The robust estimation procedure and the other one considering varying parameter across space gave competitive
predictive abilities and are better than the ordinary linear model. Moreover, simulation studies show the superiority of the robust estimation
procedure over the Cochranne-Orcutt procedure and ordinary linear model in the presence of structural change.

© CFE and CMStatistics networks. All rights reserved. 75



Sunday 13.12.2015 08:45 - 10:25 CFE-CMStatistics 2015 Parallel Session G — CFE-CMStatistics

Sunday 13.12.2015 08:45 - 10:25 Parallel Session G — CFE-CMStatistics

CO510 Room MAL B29 ECONOMETRIC ANALYSES OF SPILLOVERS AND LIQUIDITY Chair: Pierre Siklos

CO0161: Monetary policy spillovers: A global empirical perspective

Presenter:  Pierre Siklos, Wilfrid Laurier University, Canada

Co-authors: Domenico Lombardi, Samantha St Amand

New light is shed on the spillovers from US unconventional monetary policies by examining the behavior of select financial asset prices at the daily
frequency and by incorporating a crucial element in the conduct of monetary policy, namely the tone of verbal announcements by central banks.
We eschew the event study approach and adopt a time series perspective. Monetary policy surprise easings are found to decrease yields in most
economies since October 2008. The size of the response varies considerably across the economies examined, but for 10-year government bonds,
they range from a 15 to 30 basis points reduction in yields in the United States, the United Kingdom and the Euro zone. The impact was found
to be larger on long-term sovereign bonds than on shorter- term assets, and stronger in major economies, such as the United Kingdom and the
Euro zone, and in Canada. The analysis also provides evidence that the tone of US Fed communication and a countrys own central bank policy
statements, constructed using text analysis software, have a significant impact on asset prices. The impact of the tone of these statements has been
notably stronger since the start of the crisis, with financial market reactions appearing to be relatively more sensitive to the content of statements
during the post-crisis period.

CO0352: Price discovery in European agricultural markets: When do futures contracts matter?

Presenter: Philipp Adaemmer, University of Muenster, Germany

Co-authors: Martin T Bohl, Oliver von Ledebur

The literature on price discovery in agricultural commodity markets is predominantly devoted to North America. The aim is to extend the analysis to
Europe whose changes in market structure offer an interesting setting to investigate the relevance of futures markets for the price discovery process
during times of price turmoil. By applying a time-varying vector error correction model with heteroscedastic disturbances we show that the relative
contribution of the futures market to price discovery was higher during the first period of price turmoil (from 2007 to 2009) than during the second
one (from 2010 to 2013). This is interesting as liquidity was low during the first period but high during the latter. Our findings refine the argument
of a positive relationship between trading volume and price discovery. There is no doubt that liquidity is crucial for the efficient functioning of
futures markets. However, once a certain level of trading activity is reached, other factors become more influential. Previous research implies that
agricultural markets were hit by surprise during the first period of price turmoil but they anticipated the second one. Futures contracts therefore
especially matter during times of unanticipated price shocks.

CO0418: Asymmetric connectedness on the U.S. stock market: Bad and good volatility spillovers

Presenter: Evzen Kocenda, Charles University, Czech Republic

Co-authors: Jozef Barunik, Lukas Vacha

The purpose is to suggest how to quantify asymmetries in volatility spillovers that emerge due to bad and good volatility. Using data covering most
liquid U.S. stocks in seven sectors, we provide sample evidence of the asymmetric connectedness of stocks at the disaggregate level. Moreover,
the spillovers of bad and good volatility are transmitted at different magnitudes that sizably change over time in different sectors. While negative
spillovers are often of substantial magnitudes, they do notstrictly dominate positive spillovers. We find that the over all intra-market connectedness
of U.S. stocks increased substantially during the financial crisis.

CO1181: Financial integration, capital flows and economic performance: Evidence from a global vector error correction model
Presenter:  Ansgar Belke, University of Duisburg-Essen, Germany

Co-authors: Joscha Beckmann

We apply a global vector autoregression (GVAR) model which is a suitable framework for empirically identifying spillovers and shock transmission
across countries on a global scale. Our model consists of individual country VAR models describing the countrys economy which are then
consistently linked into a single multi-country model using weights relating to the trade and financial linkages across countries. Variables include
GDP, inflation, interest rates, monetary aggregates and capital flows. Using this error-correction model, we analyse the role of international capital
flows and their role for the international transmission of cyclical shocks based on the dissection of long-run and short-run dynamics.

C0639 Room MAL G15 NOWCASTING AND FORECASTING UNDER UNCERTAINTY III Chair: Boriss Siliverstovs

C00293: Short-term forecasting with mixed-frequency data: An appraisal of supervised factor and shrinkage methods

Presenter: Boriss Siliverstovs, KOF ETHZ, Switzerland

A wide variety of variable selection, dimension reduction and shrinkage methods for forecasting with mixed-frequency data is applied. In partic-
ular, we assess the effectiveness of supervised learning using the following algorithms for variable pre-selection: Least Absolute Schrinkage and
Selection Operator (LASSO), partial least squares (PLS), principle covariate regression (PCovR), bagging algorithm (short for boostrap aggrega-
tion), boosting algorithm, the non-negative garotte (NNG) algorithm as well as recently suggested the three-pass regression filter. Big data become
even bigger due to the use of the skip-sampling or blocking approach for frequency conversion of high-frequency variables, making the task of
selecting most informative variables regarding the target variable even more challenging. Assessing which method or their combination produces
most reliable results bears a direct relevance for forecasting practitioners.

CO1183: Nowcasting and forecasting with heavy tails in macroeconomics

Presenter: Nicholas Fawcett, Bank of England and Centre for Macroeconomics, United Kingdom

Co-authors: Andrew Harvey, Martin Weale

Although most macroeconomic forecasting models assume that errors follow a Gaussian distribution, in many cases this is invalid: large outliers are
much more likely than the models allow. We use a new class of state space models in which errors can have heavy-tailed distributions to produce
better nowcasts and short-term forecasts of macroeconomic series. These models offer a natural way of down-weighting large outliers when they
occur, which provides robustness to noise, allowing us to distinguish better between structural breaks and outliers. We apply the framework to a
range of series, including nominal wages, GDP, and a small macroeconomic system including oil prices, GDP, inflation and interest rates. The
framework allows for variation in the underlying location and scale variables over time.

CO1316: The Bayesian estimation, analysis and regression toolbox for forecasting and policy analysis

Presenter: Bjoern van Roye, European Central Bank, Germany

We have developed a new toolbox for forecasting and policy analysis, the so-called “Bayesian Estimation and Analysis Regression Toolbox
(BEAR)”. BEAR is a comprehensive (Bayesian) VAR toolbox (based on MATLAB) where the programme is easy for non-technical users to
understand, augment and adapt. In particular, the BEAR toolbox includes a user-friendly graphical interface which allows the tool to be used by
country desk economists. Furthermore, the toolbox is well documented, both within the code as well as including a detailed theoretical and user’s
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guide. The toolbox includes state-of-the art applications such as sign and magnitude restrictions, unconditional and conditional forecasts, Bayesian
forecast evaluation measures (continuous ranked probability scores), tilting of distribution, etc.

CO1174: On the use real-time data to evaluate macroeconomic forecasting indicators

Presenter: Rolf Scheufele, Swiss National Bank, Switzerland

When looking at typical nowcast problems, e.g. to evaluate the relative importance of hard versus soft data, the average forecasting performance of
using last vintage data and the use of current vintage data give very close results. We investigate the forecasting performance of typical indicator
models for nowcasting German GDP. We then document the difference between final and current data-releases. Our leading indicator models
consist of MF-VARs where we can directly take into account the ragged-edge and mixed-frequency problem. More specifically, we analyse the
relative predictive power of surveys (ifo and zew) relative to hard data (industrial production, orders) when data revisions are taken into account.
One question we ask is whether data revisions on ip and orders (which are substantially revised over time) have any impact on their relative
importance compared to soft data which are rarely revised.

CO544 Room MAL B33 MODELLING AND COMPUTATION IN MACRO-ECONOMETRICS Chair: Eric Eisenstat

CO0316: Permanent and transitory components of house prices fluctuations

Presenter: Luca Benati, University of Bern, Switzerland

Fluctuations in U.S. real house prices are overwhelmingly transitory. Whereas cointegrated SVARs identified via long-run restrictions produce
fragile and sometimes implausible results, VARs in levels robustly identify three large, statistically significant, and highly persistent transitory
deviations of house prices from their stochastic trend since the early 1970s. Evidence that this methodology would have allowed policymakers
to detect the recent housing bubble in real time is however weak and inconclusive. Permanent shocks to house prices generate transitory housing
market booms, with hump-shaped increases in both hours in construction and housing starts. We document a fundamental asymmetry between the
inflating and unravelling phases of the recent housing bubble: whereas a single shock accounts for between one half and two-thirds of the deviation
of real house prices from their stochastic trend during the former phase, no shock seems to have played a comparable dominant role during the
latter phase.

CO0672: Forecasting commodity currencies: The role of fundamentals with short-lived predictive content

Presenter: Francesco Ravazzolo, Norges Bank and BI Norwegian Business School, Norway

Co-authors: Claudia Foroni, Pinho Ribeiro

Recent evidence highlights that commodity price changes exhibit a short-lived, yet robust contemporaneous effect on commodity currencies, which
is only detectable in daily-frequency data. We use MIDAS models in a Bayesian setting to include mixed-frequency dynamics while accounting
for time-variation in predictive ability. Using the Metropolis-Hastings technique as a new tool to estimate our class of MIDAS regressions, we find
that for most of the commodity currencies in our sample, exploiting this short-lived relationship yields to statistically more precise out-of-sample
exchange rate forecasts relative to the no-change benchmark. Further, the usual low-frequency predictors, such as money supplies and interest rates
differentials, typically receive little support from the data at monthly forecasting horizons. In contrast, models featuring daily commodity prices
are highly likely.

CO1056: Estimation of continuous piecewise linear models using Bayesian clustering

Presenter:  Eric Eisenstat, The University of Queensland, Australia

Co-authors: Fabrizio Carmignani, Rodney Strachan, Rabee Tourky

We develop methods for efficiently estimating continuous piecewise linear functions based on a Bayesian approach to clustering. Specifically,
we design MCMC algorithms that rely on clustering to generate hyperplanes and combine these with the Reisz estimator to construct a joint
M-H proposal. The probabilistic approach circumvents the need to search exhaustively through a vast number of possible hyperplanes and thus
surmounts the curse of dimensionality associated with existing methods. We use our method to estimate a nonlinear growth equation, nested within
a VAR involving fiscal policy, monetary policy and output growth.

CO0879: Reduced sources of error in time-varying parameter models

Presenter: Rodney Strachan, The University of Queensland, Australia

Co-authors: Eric Eisenstat, Joshua Chan

There have been several advances in the estimation of large vector autoregressive models (VARs). Increasing the dimension of time-varying
parameter VARs (TVP-VARs) remains a challenge. We propose an approach to increasing the number of variables we can model in a TVP-VAR
that takes advantage of the strong correlations among the states. It has been shown, using principal component analysis, that the states can be
modelled with a few factors. We specify a TVP-VAR with a reduced rank covariance matrix for the states such that we are able to significantly
reduce the dimension of the states without reducing the dimension of the VAR. The specification of the reduced rank model induces manifolds
as supports for the parameters. Using a judicious selection of parameter expansions and priors for the expanding parameters, we develop a
specification that is fast, efficient and easy to compute. The original model specification and mapping to the expanded model uses homeomorphic
transformations such that estimation and inference is invariant to the ordering of the states in the model.

C0468 Room MAL B34 MACROECONOMICS, ASSET PRICING, AND ROBUSTNESS Chair: Alexander Meyer-Gohde

CO0347: Ambiguity and financial uncertainty in a real Business Cycle Model

Presenter: Hening Liu, University of Manchester, United Kingdom

Co-authors: Yuzhao Zhang

Financial uncertainty, measured by the risk-neutral variance, is negatively related to aggregate quantities and the equity valuation, but is positively
related to volatilities of quantities. We examine a production-based asset pricing model in which productivity growth follows a Markov process with
a time-varying conditional mean and volatility, and the representative agent has ambiguity aversion. When the model is calibrated to unconditional
moments of quantities and asset returns, the model can reproduce the relations between the risk-neutral variance and both the level and variation of
quantities and returns. The model can generate a sizable variance risk premium.

CO0409: Long-run risk is the worst-case scenario

Presenter: Rhys Bidder, Federal Reserve Bank of San Francisco, United States

Co-authors: lan Dew-Becker

The aim is to study an investor who is unsure of the dynamics of the economy. Not only there are parameters unknown, but the investor does not
even know what order model to estimate. She estimates her consumption process non-parametrically and prices assets using a pessimistic model
that minimizes lifetime utility subject to a constraint on statistical plausibility. The equilibrium is exactly solvable and we show that the pricing
model always includes long-run risks. With risk aversion of 4.8, the model matches major facts about asset prices, consumption, and investor
expectations. A novel link between ambiguity aversion and non-parametric estimation is provided.
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CO0852: Understanding expected returns

Presenter: Andrea Tamoni, London School of Economics, United Kingdom

Co-authors: Daniele Bianchi

The predictive power of forecasting variables studied in the literature varies with the horizons. For example, the forecasting power of consumption-
wealth ratio is particularly strong at short to intermediate horizons. On the other hand the dividend-price ratio tracks longer-term tendencies in
asset markets. We show how to use the medium- and long-term information content of standard predictors to extract short-term expected returns.
To combine information across horizons (or levels of resolution) we adopt a framework that relies on multi-scale models for time series. We show
that our filtered expected return series exhibits aggregation properties which differs wildly from those of a standard autoregressive process of order
one. In particular, our filtered monthly expected return series aggregated over the same temporal scale of the predictor used in the estimation, has
an autocorrelation function which decays much slower than that obtained from aggregating a persistent, monthly AR(1) process. This result shows
the importance of considering the scale at which the predictor conveys information about returns, as this may lead to different conclusions with
respect to the high-frequency dynamics of the expected return process.

CO0780: Model uncertainty and generalized entropy

Presenter: Alexander Meyer-Gohde, Hamburg University, Germany

A generalization of the standard measure of entropy in multiplier preferences of model uncertainty is considered. Using this measure, we derive
a generalized exponential certainty equivalent, which nests the standard exponential certainty equivalent, pervasive in Hansen-Sargent model
uncertainty formulations, and the power certainty equivalent, common to Epstein-Zin-Weil-type of recursive preferences. Besides providing as a
model uncertainty rationale to the power certainty equivalent of risk-sensitive preferences, the two parameter generalized exponential equivalent
provides additional flexibility in modeling risk sensitivity and uncertainty. Applying the generalized exponential equivalent to the neoclassical
growth model, we close the gap to the Hansen-Jagannathan bounds with a plausible detection error probability.

CO446 Room MAL B20 BAYESIAN NONPARAMETRIC ECONOMETRICS Chair: John Maheu

CO0354: A Bayesian time-varying approach to risk neutral density estimation

Presenter: Roberto Casarin, University Ca Foscari of Venice, Italy

Co-authors: Enrique ter Horst, German Molina

The purpose is to expand the literature of risk neutral density estimation across maturities from implied volatility curves, usually estimated and
interpolated through cubic smoothing splines. The risk neutral densities are computed through the second derivative, which we extend through a
Bayesian approach to the problem, featuring: (1) an extension to a multivariate setting across maturities and over time; (2) a flexible estimation
approach for the smoothing parameter, traditionally assumed common to all assets, known and fixed across maturities and time, but now potentially
different between assets and maturities, and over time; and (3) information borrowing about the implied curves and risk neutral densities not only
across different option maturities, but also dynamically.

CO0501: Particle learning for Bayesian non-parametric Markov switching stochastic volatility model

Presenter:  Audrone Virbickaite, Universidad Carlos III de Madrid, Spain

Co-authors: Hedibert Lopes, Concepcion Ausin, Pedro Galeano

The aim is to design a Sequential Monte Carlo (SMC) algorithm for estimation of Bayesian non-parametric Stochastic Volatility (SV) models for
financial data. In particular, we make use of one of the most recent particle filters called Particle Learning (PL). The performance of this particle
method is then compared with the standard Markov Chain Monte Carlo (MCMC) methods for non-parametric SV models. PL performs as well
as MCMC, and at the same time allows for on-line type inference. The posterior distributions are updated as new data is observed, which is
prohibitively costly using MCMC. Further, a new non-parametric SV model is proposed that incorporates Markov switching jumps. The proposed
model is estimated by using PL and tested on simulated data. Finally, the performance of the two nonparametric SV models, with and without
Markov switching, is compared by using real financial time series. The results show that including a Markov switching specification provides
higher predictive power in the tails of the distribution.

CO0453: A Bayesian semiparametric approach in a random coefficient demand framework

Presenter:  Yong Song, University of Melbourne, Australia

Co-authors: Dong-Hyuk Kim

A semiparametric Bayesian method is developed to analyze market share data of highly differentiated products. In particular, we use a Dirichlet
process mixture (DPM) to account for the distribution of product-level unobserved heterogeneity in the random coefficient demand framework.
While DPM is nonparametric, we obtain inferential efficiency from its parsimonious representation. Our empirical analysis shows promise in both
model fitting and forecasting as well as provides an optimal market design for policymakers. Finally, the method is fast as it employs a Gibbs
sampler with (known or simple) densities for all the model parameters and latent consumer choices.

CO0516: Empirical relevance of ambiguity in first price auction models

Presenter: Dong-Hyuk Kim, Vanderbilt University, United States

Co-authors: Gaurab Aryal

The aim is to study the identification and estimation of first-price auction models where bidders have ambiguity about the valuation distribution
and their preferences are represented by maxmin expected utility. When entry is exogenous, the distribution and ambiguity structure are non-
parametrically identified, separately from risk aversion, CRRA. We propose a flexible Bayesian method based on Bernstein polynomials. Monte
Carlo experiments show that our method estimates parameters precisely, and chooses reserve prices with nearly optimal revenues, whether there is
ambiguity or not. Furthermore, if the model is misspecified incorrectly assuming no ambiguity among bidders it may induce estimation bias with
a substantial revenue loss.

CO1840: Bayesian nonparametric time varying vector autoregression

Presenter: Maria Kalli, Canterbury Christ Church University, United Kingdom

Co-authors: Jim Griffin

Although stationary time series models are theoretically appealing, macroeconomists consider them to be too restrictive. A popular alternative
framework is time varying vector autoregression, with or without stochastic volatility (TVP-VAR or TVP-SV-VAR). Under this framework the
parameters of the stationary vector autoregressive (VAR) model are allowed to change over time. This accounts for nonlinearity in the conditional
mean, and heteroscedasticity in the conditional variance. We considered a Bayesian nonparametric stationary VAR (BayesNP-VAR) model and
found that it outperformed the TVP-SV-VAR in terms of out-of-sample prediction for monthly macroeconomic series from the USA and Eurozone.
Our aim is to extend the BayesNP-VAR model to a time varying parameter specification, creating a nonparametric, non-stationary model.
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CO512 Room MAL B30 TOPICS IN FINANCIAL ECONOMETRICS Chair: Leopold Soegner

CO0376: Forecasting discrete dividends by no-arbitrage

Presenter: Sascha Desmettre, University of Kaiserslautern, Germany

Co-authors: Sarah Gruen, Frank Thomas Seifried

The aim is to develop and showcase a simple no-arbitrage methodology for the prediction of discrete dividend payments, based exclusively on
market prices of options via the put-call parity. Our approach integrates all available option market data and simultaneously calibrates the market-
implied discount curve, thus ensuring consistency across spot and derivative markets. We illustrate our method using stocks from the German
blue-chip index DAX.

CO0577: Stylized facts for regime-switching models

Presenter:  Elisabeth Leoff, University of Kaiserslautern, Germany

Co-authors: Joern Sass

Regime-switching models, in particular Hidden Markov Models, are widely-used in financial applications, due to their tractability and good
econometric properties. We consider regime-switching models in discrete and continuous time with both constant and switching volatility. We
examine which stylized facts they can reproduce and what this implies for the choice of model parameters. Our analysis is done both theoretically
and with simulations, as for models with more than 2 states the transition probabilities cannot be calculated explicitly. Special attention will be
paid to the structure of the linear and absolute autocorrelations, in particular for the model with 2 states.

C00620: Modeling creditworthiness using a generalized linear mixed-effects approach

Presenter: Laura Vana, WU Wirtschaftsuniversitaet Wien, Austria

Co-authors: Kurt Hornik, Bettina Gruen

Based on a multivariate generalized linear mixed-effects approach, the aim is to model creditworthiness using key financial ratios from an extensive
list of potential variables that drive a firm’s financial health as covariates and ratings and default information as dependent variables. The model
allows to estimate the latent creditworthiness as well as rater-specific biases. While the origin of bias in credit ratings has appeared in the literature
under different assumptions, the proposed model allows to empirically quantify the rater-specific deviations from a firm’s latent creditworthiness
and analyze to which financial ratio the bias might be attributable. To assess if including variable selection based on a spike-and-slab prior and
explicitly including financial ratios to model rater bias improves the model, the out-of-sample predictive performance of these models is compared.

CO0888: NASDAQ trading pauses: Pacifiers or amplifiers

Presenter:  Akos Horvath, University of Vienna, Austria

Co-authors: Nikolaus Hautsch

In response to the Flash Crash a new type of circuit breakers, called trading pauses, were introduced on U.S. stock exchanges. Using a unique
source of NASDAQ order book data, we take advantage of this quasi-natural-experiment situation and investigate for the first time whether the
recently implemented control mechanism fulfills the intended regulatory role of addressing extraordinary volatility. Calculating high-frequency
statistics and gathering a control group of pre-regulation extreme pricemovements, we implement a difference-in-differences framework to find that
trading pauses enhance price discovery, however, this beneficial effect comes at the cost of higher volatility and bid-ask spread.

C0O470 Room MAL 402 QUANTITATIVE ASSET MANAGEMENT Chair: Rafael Molinero

CO0421: Using quantitative risk management as a trading tool in a commodities trading company

Presenter: Salim Boutaleb, Invivo Trading, France

The aim is to review practical Risk Management tools we use in our trading department to compute, e.g., the position allocation size and the trailing
stop-losses distances. Our Risk Management techniques are used as trading tools to optimize asset allocation across different time frames, markets,
strategies and traders.

CO0907: A speculative volume based covariance model for currency portfolios

Presenter: Guillaume Bagnarosa, ESC Rennes, France

Co-authors: Gareth Peters, Matthew Ames

We propose a new forecasting model for the variance covariance matrix within which we parametrize the covariance matrix as a function of
explanatory variables. This model displays interesting properties such as coping with the heteroskedasticity effect across the various explanatory
variables. Furthermore, it can be estimated through a random effect representation making the EM-algorithm estimation possible. We finally apply
this model to currency portfolio and consider the informative content of speculative volumes as predictive indicators of dependence among the
portfolio components. We thus include different dependences structure for the high interest rates and low interest rates currencies which are linked
together by the highly leveraged carry trade strategy.

COQ0753: Serial correlation and time-varying liquidity in the hedge fund industry

Presenter: Adrien Becam, Paris-Dauphine University, France

Co-authors: Serge Darolles, Gaelle Le Fol

A well-known statistical feature of hedge funds returns is their serial-correlation. As the industry is lightly regulated, hedge funds use dynamic
strategies involving illiquid and OTC assets, so there are two possible sources for this serial-correlation: the illiquidity of the underlying portfolios
or the artificial smoothing of the reported returns. A new econometric model is proposed to disentangle between these two effects, and enables to
estimate the dynamic process of serial correlation in hedge fund returns.

CO0769: Active risk-based investing

Presenter:  Emmanuel Jurczenko, Ecole Hoteliere de Lausanne, Switzerland

Co-authors: Jerome Teiletche

Risk-based investment solutions are seen as incorporating no views. We propose an analytical framework that allows the introduction of explicit
active views on expected asset returns in risk-based solutions. Starting from a Black-Litterman approach, we derive closed-form formulas for the
weights of the active risk-based portfolio, and identify their main determinants. We discuss implementation aspects and show that our framework
encompasses several other popular active investing methodologies. We illustrate the methodology with a multi-asset portfolio allocation problem
using views based on macroeconomic regimes over the period 1974-2013.
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CO0502 Room MAL 415 PANEL DATA MODELS WITH COMMON FACTORS: THEORY AND APPLICATIONS Chair: Vasilis Sarafidis

CO0573: A two stage approach to spatio-temporal analysis with strong and weak cross-sectional dependence

Presenter: Natalia Bailey, Queen Mary University of London, United Kingdom

Co-authors: Sean Holly, Hashem Pesaran

An understanding of the spatial dimension of economic and social activity requires methods that can separate out the relationship between spatial
units that is due to the effect of common factors from that which is purely spatial even in an abstract sense. The same applies to the empirical
analysis of networks in general. We use cross unit averages to extract common factors (viewed as a source of strong cross-sectional dependence)
and compare the results with the principal components approach widely used in the literature. We then apply multiple testing procedures to the
de-factored observations in order to determine significant bilateral correlations (signifying connections) between spatial units and compare this to
an approach that just uses distance to determine units that are neighbours. We apply these methods to real house price changes at the level of
Metropolitan Statistical Areas in the USA, and estimate a heterogeneous spatio-temporal model for the de-factored real house price changes and
obtain significant evidence of spatial connections, both positive and negative.

CO1213: Nonlinear panel models with interactive effects

Presenter: Martin Weidner, University College London, United Kingdom

Co-authors: Mingli Chen, Ivan Fernandez-Val

Estimation and inference are considered on semiparametric nonlinear panel single index models with predetermined explanatory variables and
interactive individual and time effects. These include static and dynamic probit, logit, and Poisson models. Fixed effects conditional maximum
likelihood estimation is challenging because the log likelihood function is not concave in the individual and time effects. We propose an iterative
two-step procedure to maximize the likelihood that is concave in each step. Under asymptotic sequences where both the cross section and time series
dimensions of the panel pass to infinity at the same rate, we show that the fixed effects conditional maximum likelihood estimator is consistent, but
it has bias in the asymptotic distribution due to the incidental parameter problem. We characterize the bias and develop analytical and jackknife bias
corrections that remove the bias from the asymptotic distribution without increasing variance. In numerical examples, we find that the corrections
substantially reduce the bias and rmse of the estimator in small samples, and produce confidence intervals with coverages that are close to their
nominal levels.

CC1398: Least squares estimation of large dimensional threshold factor models

Presenter: Daniele Massacci, Einaudi Institute for Economics and Finance, Italy

Large dimensional factor models are estimated under the maintained assumption that the factor loadings do not change over time. The aim is to
study least squares estimation of large dimensional factor models subject to regime shifts in the loadings parameterized according to the threshold
principle. We propose to estimate the unknown threshold value by concentrated least squares, and factors and loadings by principal components.
The estimator for the threshold value is superconsistent, with convergence rate that depends on both the times series and the cross-sectional
dimensions of the available panel, and it does not affect the estimators for factors and loadings: these have the same convergence rate they would
have if the threshold was known. We further propose model selection criteria robust to the threshold effect. Empirical application of the model
documents an increase in connectedness in financial markets during periods of high economic policy uncertainty.

CC1197: A simple estimator for short panel data models with common factors

Presenter:  Vasilis Sarafidis, Monash University, Australia

A new methodology is proposed for estimating panel data models with a multifactor error structure using the GMM approach. The underlying idea
involves substituting the unknown factors with time specific weighted averages of the variables included in the model. The gains of such strategy
are threefold. First, the resulting estimation procedure becomes considerably simpler, since the unobserved factors are superseded with observed
data. Second, given that the model is effectively parameterized in a more parsimonious way, the resulting estimators are more efficient than existing
ones. Finally, the resulting moment conditions can be linearized in a straightforward way. Using simulated data we show that the performance of
the proposed estimators is more than satisfactory for a wide range of specifications.

CO354 Room MAL B35 MEASURING AND FORECASTING DEFAULT RISK Chair: Alessandra Amendola

COO0765: Bankruptcy survival: Evidence from France

Presenter: Lara Abdel Fattah, Univerity of Paris Ouest Nanterre La Defense, France

Co-authors: Sylvain Barthelemy, Nadine Levratto, Benjamin Trempont

Despite the strong emphasis of the French legislator to the reorganization and restructuring of distressed companies, only a small share of insolvent
firms benefit from a reorganization. In addition, among the rescued companies a large majority of these attemps fail as attested by the important
number of conversion of reorganization into liquidation. Earlier research has explored the relationship between business survival and a variety of
cases or company characteristics. However, little is known on the effectiveness of such a decision in the French case. Using a newly available
dataset, we are able to document for the first time the survival of companies that have benefited from reorganization. The novelty of our approach
comes from the use of data-driven comprehensive models of those relationships. We seek to explore a double question. The first one concerns the
difference between companies which are still operating 3 years after the decision of reorganization by the commerce court and those which have
been liquidated. The second one explores the proba